Modulation of erosion on steep granitic slopes by boulder armoring, as revealed by cosmogenic $^{26}$Al and $^{10}$Be
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Abstract

Cosmogenic $^{26}$Al and $^{10}$Be in quartz from boulders, bedrock and sandy sediment from 21 small watersheds in the Diamond Mountains batholith, CA, USA, and two small watersheds from the nearby Fort Sage Mountains confirm that exposed granitic bedrock and boulders erode more slowly than the catchments in which they are found. Exposed bedrock and boulders are more abundant on steep slopes and may play an important role in regulating mountain erosion rates. Rapid transport of fine sediment on steep slopes exhumes resistant corestones which accumulate on the surface. The resulting boulder lag apparently shields the underlying soil and bedrock from erosion, even when the bedrock is deeply weathered and friable. Where steep slopes have an abundant boulder lag, they erode as slowly as gentler slopes nearby. In contrast, steep slopes lacking a boulder lag erode much more quickly than gentle slopes. Boulder armoring can modulate hillslope erosion such that erosion rates of summits, steep mountain flanks, and gentle footslopes are indistinguishable, thus permitting local relief and steep mountain slopes to persist for long periods of time. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Soil cover has long been recognized as important for chemical weathering of bedrock (e.g. [1]). Exposed bedrock remains dry most of the time and weathers slowly, whereas bedrock beneath a soil or regolith cover can remain perennially moist with soil solutions that promote mineral alteration. Feedbacks between regolith thickness and bedrock weathering rate have important implications for hillslope evolution (e.g. [2,3]). For example, Heimsath et al. studied small catchments developed in greenstone melange near San Francisco Bay, CA, USA [4,5], and in granitic rocks in the Bega Valley, Australia [6], and used cosmogenic nuclides to show that the rate of conversion of bedrock to soil depends on soil depth. Bedrock beneath shallow soils on convex noses is rapidly converted to soil, while similar bedrock beneath...
deeper soils is more slowly decomposed. Heimsath et al. [4–6] also showed that exposed bedrock in their study catchments erodes far more slowly than similar rock beneath soil cover. Bedrock exposed by chance, then, can remain resistant to erosion while the surrounding landscape lowers around it, leaving the bedrock protruding as an outcrop or a tor. Such differences in the erosion rates of exposed and buried bedrock are at the heart of classic models of tor and bornhardt development in areas of intense subsoil weathering (e.g. [7–10]).

In soil-mantled landscapes where bare rock outcrops are common, differences between the erosion rates of bare and soil-mantled rock may affect hillslope erosion rates and thus help modulate hillslope relief. In most temperate landscapes, however, tors and bornhardts are too scarce to substantially affect hillslope evolution. A notable exception is found in granitic terrain, where tors and bare rock slopes are commonplace. The presence of soil cover is thought to be particularly important in chemical weathering of granite, especially in the granular disintegration that is common in biotite-bearing granitic rocks. Biotite and plagioclase alteration and consequent expansion shatters granitic rock into small fragments (gruss), roughly the size of individual mineral grains (e.g. [11–15]). Grussification is highly dependent on moisture, and therefore on the presence of regolith cover. For example, the importance of cover is strikingly illustrated in Tahoe-aged glacial moraines of the Sierra Nevada, which contain disaggregated granite boulders within their interiors but are mantled with intact boulders of the same lithology on their surfaces [12,13].

Wahrhaftig [12] expanded upon these observations of granite weathering and erosion, and proposed a conceptual model of landscape evolution in granitic terrain in which steep slopes of bare rock and boulders erode much more slowly than gentle footslopes mantled with gruss. In Wahrhaftig’s model, bedrock exposed by chance grows first into a tor or small ridge, as surrounding soil-mantled bedrock decomposes to gruss that is washed away by streams. As long as the exposed rock remains steep enough to shed gruss from its slopes, it continues to grow and can eventually form mountainous slopes up to a kilometer in relief. Where bedrock slopes coalesce into ridges, they may control local baselevel and cause the stepped topography that is characteristic of portions of the Sierra Nevada [12].

Wahrhaftig’s [12] hypothesis that exposed rock regulates erosion rates and helps generate mountain-scale relief in granitic terrain has remained virtually untested by field measurements. Small et al. [16,17] used cosmogenic nuclides to show that granitic tors erode more slowly than the surrounding terrain, but limited their observations to low-relief summit flats. Here, we examine erosion rates of exposed bedrock and soil-mantled terrain across a wide range of hillslope gradients in granitic mountains of northern California. Our cosmogenic 26Al and 10Be measurements show that erosion rates of boulders and exposed bedrock in the Diamond Mountain batholith are substantially slower than the average erosion rates of the catchments in which they are found. Moreover, boulders and bare rock are much more abundant on steep slopes and may limit erosion rates by protecting deeply weathered saprolite beneath a boulder cover.

2. Site descriptions

The Diamond Mountains are at the transition between the northeastern Sierra Nevada and the Basin and Range, where extension has broken the batholith into a series of fault blocks (Fig. 1). The rainshadow from the Sierran crest to the west produces a semi-arid environment where vegetation ranges from forests of Incense Cedar, Jeffrey Pine and Ponderosa Pine on mountain slopes and ridges, to sagebrush scrub communities in valleys and on low foothills. We focused our sampling in two study areas: one near Adams Peak and another near Antelope Lake (Fig. 1). The Adams Peak study area lies along the west side of the range crest between 2000 m and 2500 m elevation; annual precipitation averages 60 cm/yr [18] and mean annual temperature is 4°C. The Antelope Lake study area is ~35 km northwest of Adams Peak at an elevation of 1700–1800 m. Antelope Lake has a mean annual temperature of 8°C.
and receives more precipitation (90 cm/yr; [18]). Both areas are developed in moderately uniform hornblende-biotite granodiorite and tonalite [19–21] and are far from active faults [21].

The Adams Peak region is characterized by steep ridges and peaks that rise 500 m or more above rolling foothills to the west. The steepest slopes frequently expose jointed bedrock and jumbled boulders; soils on these slopes are thin and primarily limited to valley axes and spaces between boulders. Gentle slopes are primarily soil-mantled, with valley axes containing thick (> 1 m) colluvial deposits; soils become thinner towards the ridgetops, where occasional boulders and bare rock crop out. The Antelope Lake region is situated west of the range crest in an area of much lower relief (generally less than 250 m). Knobs and ridges in the area are mantled with
thin soils, with boulders and occasional bedrock exposed on their crests. At both study areas, we selected small (1–100 ha) catchments draining slopes of markedly different steepness but similar lithology and determined their erosion rates using cosmogenic $^{26}\text{Al}$ and $^{10}\text{Be}$.

3. Measuring erosion rates with cosmogenic $^{26}\text{Al}$ and $^{10}\text{Be}$

3.1. Theory

Cosmogenic nuclides such as $^{26}\text{Al}$ and $^{10}\text{Be}$ are produced in mineral grains by nuclear reactions with secondary cosmic-ray nucleons and muons [22]. Because cosmic-ray nucleons and muons are rapidly attenuated as they pass through matter, cosmogenic nuclide production is limited to the uppermost several meters of rock near the surface. Production by nucleon spallation decreases roughly exponentially with depth, with a penetration length of $160 \pm 10$ g/cm$^2$, or $\sim 60$ cm in rock of density 2.6 g/cm$^3$ [23]. Muons penetrate deeper and continue to produce cosmogenic nuclides at depths opaque to neutrons (e.g. [24]). Recent measurements show that muons produce only 1–3% of $^{26}\text{Al}$ and $^{10}\text{Be}$ in quartz at the surface [25]. Nonetheless muon reactions dominate production of these nuclides at depths greater than a few meters and can contribute significantly to the total cosmogenic nuclide inventory measured at the surface [28]. In a steadily eroding rock, the long-term steady-state concentration of $^{26}\text{Al}$ or $^{10}\text{Be}$ ($N_i$) can be approximated by Eq. 1:

\[
N_i(z) = \left[ P_{n,i}/(1/\tau_i + \rho \varepsilon /A) \right] + \left[ Y_1 A_1/(1/\tau_1 + \rho \varepsilon /L_1) \right] + \left[ Y_2 A_2/(1/\tau_2 + \rho \varepsilon /L_2) \right] + \left[ B_i/(1/\tau_1 + \rho \varepsilon /L_3) \right] 
\]

where the subscript $i$ denotes either $^{26}\text{Al}$ or $^{10}\text{Be}$, $P_{n,i}$ represents production by nucleon spallation at the surface, $\tau_i$ is the radioactive meanlife ($\tau_{26} = 1.02 \pm 0.04$ Myr [29]; $\tau_{10} = 2.18 \pm 0.09$ Myr [30]), $\varepsilon$ is the rock’s erosion rate, $\rho$ is density, $A$ is the penetration length for production by nucleon spallation ($A = 160 \pm 10$ g/cm$^2$ [23]), and $L_1$, $L_2$, and $L_3$ are penetration lengths for muon reactions. $Y_i$ is the yield per stopped negative muon, with the stopping rate $\phi$ given by [26,28]:

\[
\phi(z) = (A_1 e^{-\rho \varepsilon /L_1} + A_2 e^{-\rho \varepsilon /L_2}) 
\]

Fast muon production scales with depth approximately according to $B_i e^{-\rho \varepsilon /L_i}$ [24,26]. Eq. 1 is strictly valid only if the rock has been eroding at a constant rate for long enough time ($t$) to either exhume several penetration lengths, or for radioactive decay to reach steady-state (i.e. $t \gg [1/\tau_i + \rho \varepsilon /A]^{-1}$; $t \gg [1/\tau_1 + \rho \varepsilon /L_1]^{-1}$; $t \gg [1/\tau_2 + \rho \varepsilon /L_2]^{-1}$).

The production rates and penetration lengths in Eq. 1 must be scaled for latitude and altitude. Production by nucleon spallation may be scaled using table 2 of [31]. Muogenic production should be scaled according to energy. Muons with energy less than $\sim 3$ GeV are latitude-dependent due to a changing cosmic-ray cutoff rigidity [32], though to a lesser degree than nucleons. Carmichael and Bercovitch [33] showed that the muon flux is constant below a cutoff rigidity of $\sim 5$ GV, compared to $\sim 2$ GV for neutrons. In addition, low-energy muon muon energy losses by radioactive decay in the atmosphere, while muons with energy higher than $\sim 10$ GeV travel quickly enough that time dilation by the Lorentz transformation prevents radioactive loss [34]. Altitude scaling therefore depends on muon energy. Muons with energy $\ll 1$ GeV should be scaled with an effective attenuation length of 247 g/cm$^2$ in the atmosphere [34], muons with energies between $\sim 1$ GeV and $\sim 10$ GeV should be scaled with energy-dependent atmospheric decay rates [35], and higher-energy muons should be adjusted for atmospheric depth following the relationships of Stone et al. [28].

For $^{26}\text{Al}$ and $^{10}\text{Be}$ at sea-level and high latitude, the production constants in Eq. 1 are given by $A_1 = 170.6 \mu$/g/yr; $A_2 = 36.75 \mu$/g/yr; $Y_{26} = 4.24 \times 10^{-3}$; $Y_{10} = 5.6 \times 10^{-4}$; $B_{26} = 0.192$ at/g/yr; $B_{10} = 0.026$ at/g/yr; $L_1 = 738.6$ g/cm$^2$; $L_2 = 2688$ g/cm$^2$; $L_3 = 4360$ g/cm$^2$ [26]. At our sites, near a latitude of 40°N, the cosmic-ray cutoff rigidity is
sufficiently low (≈ 4 GV) [36] that muons are unaffected by latitude [33]. Production rates can be scaled for the 2 km altitude of our sites using energy-dependent scaling factors derived from Okuda and Yamamoto [35] (as graphed in [37]) and converting muon energy to depth following Stone et al. [28]. We find that after adjusting the sea-level negative muon stopping rate for atmospheric depth at our sites [28], travel-time corrections must be added to Eq. 2, increasing the ppheric depth at our sites [28], travel-time cor-
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3.2. The importance of muons

Previous research has generally ignored the role
of muons when inferring bedrock erosion rates
from 26Al and 10Be (with the exceptions of
[25,38]). Eq. 1 shows that ignoring the muon con-
tribution can lead to significant underestimation
of the true erosion rate, by approximately 25% in
the case of rapidly eroding rock near sea-level at
high latitude. Production by muons becomes less
important with elevation, because muons are
more slowly attenuated in the atmosphere than
spallation-producing nucleons. Due to the high
elevation and moderate erosion rates (15–60
mm/kyr) of our sites, muons affect our inferred
erosion rates by less than 6%. Previous theoretical
estimates cited in [39] considered that stopping
muons could contribute as much as 16% of
the sea-level production of 26Al and 10Be. If this were
the case then Eq. 1 suggests that erosion rates at
sea-level and high latitude could be underesti-

3.3. Sediment mixing

Eq. 1 can be used to determine the steady-state
erosion rate of bare rock, but we are interested in
determining erosion rates of regolith-mantled
catchments where quartz grains in the regolith
may have complicated histories of exposure and
burial. Several researchers [40–42] have shown
that cosmogenic nuclide concentrations in well-
mixed sediment can be used to infer the average
erosion rate of the sediment’s source area, pro-
vided that erosion is sufficiently rapid to ignore
radioactive decay. Though these earlier analyses
did not account for muogenic production, they
are easily extended to show that Eq. 1 can be
used to infer erosion rates from bulk sediment
samples, provided that radioactive decay is negli-
gible (i.e. \( \rho \ell L_3 \gg 1/\tau_i \), or \( \varepsilon \gg 16 \) m/Myr for \( ^{26} \)Al in rock of density 2.6 g/cm³). If erosion is not fast
enough to completely ignore radioactive decay,
but is sufficient to ignore decay from nucleon
spallation products (i.e. \( \varepsilon \gg A/\rho \tau_i \), or \( \varepsilon \gg 0.6 \\
m/Myr)\)), then Eq. 1 is still valid if soil depth \( h \)
is much smaller than the effective muon penetration
lengths (\( h \ll L_1/P_{\text{soil}} = 4 \) m for soil of density 1.8
g/cm³). If radioactive decay cannot be ignored,
then the inferred erosion rate will overestimate
the true erosion rate by inadequately representing
the most slowly eroding parts of the sediment
contributing area.

3.4. The importance of mineral dissolution

As bedrock decomposes to regolith, easily
weathered minerals are preferentially dissolved,
leaving a quartz-rich residuum. Accurately inferring
erosion rates from quartz in the regolith re-
quires consideration of the average residence time
of those grains, which is somewhat longer than
the average grain in the regolith [17]. The total
accumulation of cosmogenic \( ^{26} \)Al or \( ^{10} \)Be in
quartz grains in soil, including the effects of pro-
longed residence time due to selective enrichment,
can be calculated for thin soils (\( h \ll 4 \) m) as:

\[
N_i = \left[ P_\pi A / \rho \varepsilon \right] \left[ f_R / f_B + (1-f_R/f_B)e^{-\rho h/A} \right] +
\left[ Y_i A_i/(1/\tau_i + \rho \varepsilon /L_1) \right] +
\left[ Y_i A_2/(1/\tau_i + \rho \varepsilon /L_2) \right] + [B_i/(1/\tau_i + \rho \varepsilon /L_3)]
\]

(3)

where \( f_R \) and \( f_B \) represent the fraction of quartz in
the regolith and bedrock, and \( h \) is regolith thickness.
We used Eq. 3 to determine catchment erosion
rates, substituting \( f_R \) and \( f_B \) with \([Zr]\) from
XRF measurements of regolith and bedrock sam-
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amples and accounting for increased production by muons as described in Section 3.1. In our watersheds, quartz and zircon are both effectively insoluble, so zircon enrichment can be used as a proxy for quartz enrichment. Quartz enrichment decreases inferred erosion rates at our sites by a maximum of 12%.

3.5. Bare rock erosion

We also measured bare rock erosion rates at several locations. Determining outcrop erosion rates is not necessarily as simple as measuring $^{26}$Al and $^{10}$Be on the outcrop surface and using Eq. 1. If the outcrop was recently exhumed from beneath a soil cover, then it will have an inherited cosmogenic nuclide profile that depends on the erosion rate of the soil. The steady-state erosion assumption in Eq. 1 is not valid until the outcrop has eroded through several cosmic-ray penetration lengths. We avoided this complication by sampling bedrock only on crags and tors far above any soil cover and used Eq. 1 to calculate erosion rates.

4. Methods

4.1. Cosmogenic nuclide chemistry

We collected bulk sediment samples from streambeds and colluvial hollows and isolated quartz by selectively dissolving other minerals in aqua regia, pyrophosphoric acid, and dilute HF/HNO$_3$ in an ultrasonic bath (modified from [43,44]). Previous work in a similar environment showed that cosmogenic nuclide concentrations have little dependence on grain size [42]. Nonetheless, bulk samples were separated by grain size, purified to quartz, and recombined in their original mass ratios to eliminate grain size bias. Grains smaller than 0.25 mm were excluded to eliminate wind-blown sediment. Samples were dissolved in HF and HNO$_3$ and spiked with $\sim 0.7$ mg Be. Fluorides were eliminated by repeated fuming in H$_2$SO$_4$, and Al and Be were purified by ion chromatography and selective hydroxide precipitation. Al$_2$O$_3$ and BeO were prepared for accelerator mass spectrometry (AMS) and mixed with Ag. Measurements were made both at Lawrence Livermore National Laboratory (LLNL) and at PRIME Lab.

4.2. Measuring outcrop abundance and hillslope gradient

We determined the abundance of boulders and bedrock in many of the sampled catchments by stretching a tape measure ($\sim 40$ m long) along fall lines at regular intervals, measuring both the fraction of the tape underlain by boulders and bare rock, and average hillslope gradient along the tape.

5. Results and discussion

Catchment erosion rates at Adams Peak and Antelope Lake show similar behavior with varying hillslope gradient (Fig. 2). At gradients below about 0.4, there is a weak correlation between erosion rates and hillslope gradients. More striking is the lack of correlation on steep slopes; for hillslopes with a gradient steeper than 0.45, erosion rates remain constant or even decrease. Catchment-averaged erosion rates remain within a narrow range between 15 and 60 mm/kyr over the entire landscape.

In contrast, bare rock abundance at the two study areas shows a clear relationship with hillslope gradient (Fig. 2). Below gradients of about 0.4, there is a weak correlation between erosion rates and hillslope gradients. More striking is the lack of correlation on steep slopes; for hillslopes with a gradient steeper than 0.45, erosion rates remain constant or even decrease. Catchment-averaged erosion rates remain within a narrow range between 15 and 60 mm/kyr over the entire landscape.

Because bare rock erodes more slowly than the catchment average, and because exposed bedrock and boulders comprise an increasing fraction of catchments as they become steeper, we suggest
that bare rock exposure retards erosion of steep slopes and limits the range of erosion rate variability. On steep slopes, prone to rapid sediment transport by rainsplash, sheetwash, and biogenic processes, gruss will be rapidly stripped to expose corestones and bedrock. The exhumed rock will erode much more slowly than the saprolite. Provided that corestones do not roll downhill faster than they are exhumed and that intact bedrock is not exhumed first, a quickly eroding saprolite will accumulate a surface lag of boulders that will shield the underlying saprolite and interrupt rill development during rainstorms (Fig. 3). Saprolite beneath such a boulder cover will continue to weather in place, but grussification and sediment transport will be strongly inhibited by the boulder cover. Exposure of slowly eroding boulders and bedrock provides a negative feedback that can modulate hillslope erosion rates. The faster saprolite is stripped, the more corestones and bedrock will be exhumed to slow the erosion.

Erosion of steep slopes in such a landscape is limited either by the granular disintegration rate of the boulders and bare rock, or by the rate of boulder transport and bedrock landsliding. We see evidence of few bedrock-seated landslides in our study areas, and boulders have not accumulated in valley floors, so boulder erosion appears...
to occur primarily by granular disintegration. In contrast, on shallow slopes, transport rates of gruss are sufficiently slow that bedrock is mostly, or entirely, weathered to gruss. Intact rock decays before being exhumed and seldom crops out to retard erosion. Erosion rates on shallow slopes are limited only by the transport rate of gruss. In the Diamond Mountains there appears to be a threshold gradient of approximately 0.45, above which saprolite is stripped and boulders and bare rock modulate erosion.

If boulder armoring inhibits the erosion of steep slopes, then steep granitic slopes should erode rapidly in the absence of boulders. To explore this possibility, we compare erosion rates at the Diamond Mountain study areas with erosion rates in the nearby Fort Sage Mountains [42].

Fig. 3. Roadcut near Crystal Peak (~15 km northwest of Adams Peak) showing corestone boulders overlying hand-friable saprolite. These boulders erode slowly and armor underlying saprolite against erosion. Horizontal field of view ~5 m.
5.1. Comparison with Fort Sage Mountains

The Fort Sage Mountains are a fault block ~20 km east of the Adams Peak study area and are developed in similar bedrock to the Diamond Mountains [20]. The range lies in the rain-shadow of the Diamond Mountains at an elevation of 1500 m and receives only 20 cm annual precipitation with a mean annual temperature of 12°C. Vegetation is dominantly sagebrush scrub.

Table 1
Erosion rates inferred from cosmogenic nuclide concentrations in stream sediment and rock outcrops

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Elevation (km)</th>
<th>Drainage area (ha)</th>
<th>[^{10}\text{Be}] (10^6 at/g)</th>
<th>[^{26}\text{Al}] (10^6 at/g)</th>
<th>[^{Zr}\text{bedrock}] (ppm)</th>
<th>[^{Zr}\text{regolith}] (ppm)</th>
<th>Erosion rate [^{10}\text{Be}] (mm/kyr)</th>
<th>Erosion rate [^{26}\text{Al}] (mm/kyr)</th>
<th>Area bare rock (%)</th>
<th>Average gradient (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP-1</td>
<td>2.05</td>
<td>2.2</td>
<td>4.4 ± 0.1</td>
<td>2.6 ± 0.3</td>
<td>–</td>
<td>–</td>
<td>35 ± 3</td>
<td>35 ± 5</td>
<td>7</td>
<td>22 ± 5</td>
</tr>
<tr>
<td>AP-2</td>
<td>2.15</td>
<td>1.1</td>
<td>4.0 ± 0.1</td>
<td>2.3 ± 0.3</td>
<td>–</td>
<td>–</td>
<td>41 ± 3</td>
<td>42 ± 5</td>
<td>17</td>
<td>45 ± 2</td>
</tr>
<tr>
<td>AP-3</td>
<td>2.14</td>
<td>3.3</td>
<td>3.0 ± 0.2</td>
<td>2.0 ± 0.2</td>
<td>99 ± 1</td>
<td>122 ± 4</td>
<td>53 ± 5</td>
<td>49 ± 7</td>
<td>14</td>
<td>46 ± 3</td>
</tr>
<tr>
<td>AP-4</td>
<td>2.19</td>
<td>1.9</td>
<td>4.1 ± 0.2</td>
<td>2.6 ± 0.3</td>
<td>96 ± 2</td>
<td>104 ± 5</td>
<td>41 ± 4</td>
<td>38 ± 4</td>
<td>52</td>
<td>67 ± 5</td>
</tr>
<tr>
<td>AP-5</td>
<td>2.05</td>
<td>7.4</td>
<td>2.5 ± 0.1</td>
<td>1.6 ± 0.2</td>
<td>99 ± 3</td>
<td>115 ± 8</td>
<td>60 ± 7</td>
<td>58 ± 8</td>
<td>15</td>
<td>34 ± 4</td>
</tr>
<tr>
<td>AP-6</td>
<td>2.12</td>
<td>13.4</td>
<td>3.1 ± 0.3</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>51 ± 6</td>
<td>–</td>
<td>19</td>
<td>49 ± 6</td>
</tr>
<tr>
<td>AP-7</td>
<td>1.92</td>
<td>1.1</td>
<td>2.4 ± 0.1</td>
<td>1.6 ± 0.2</td>
<td>–</td>
<td>–</td>
<td>59 ± 6</td>
<td>54 ± 7</td>
<td>14</td>
<td>38 ± 3</td>
</tr>
<tr>
<td>AP-9</td>
<td>1.94</td>
<td>0.4</td>
<td>2.6 ± 0.1</td>
<td>1.7 ± 0.2</td>
<td>–</td>
<td>–</td>
<td>55 ± 5</td>
<td>52 ± 7</td>
<td>17</td>
<td>34 ± 6</td>
</tr>
<tr>
<td>AP-10</td>
<td>2.48</td>
<td>rock</td>
<td>31 ± 2</td>
<td>18 ± 1</td>
<td>–</td>
<td>–</td>
<td>62 ± 1</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>AP-11</td>
<td>2.25</td>
<td>0.4</td>
<td>5.9 ± 0.4</td>
<td>3.0 ± 0.2</td>
<td>96 ± 5</td>
<td>116 ± 5</td>
<td>29 ± 4</td>
<td>37 ± 4</td>
<td>–</td>
<td>10 ± 1</td>
</tr>
<tr>
<td>AP-13</td>
<td>1.89</td>
<td>0.4</td>
<td>3.2 ± 0.2</td>
<td>1.8 ± 0.1</td>
<td>96 ± 4</td>
<td>115 ± 2</td>
<td>42 ± 5</td>
<td>46 ± 5</td>
<td>4</td>
<td>21 ± 3</td>
</tr>
<tr>
<td>AP-14</td>
<td>1.89</td>
<td>0.7</td>
<td>2.8 ± 0.2</td>
<td>1.5 ± 0.1</td>
<td>–</td>
<td>–</td>
<td>49 ± 5</td>
<td>56 ± 6</td>
<td>9</td>
<td>26 ± 1</td>
</tr>
<tr>
<td>AP-15</td>
<td>2.27</td>
<td>rock</td>
<td>–</td>
<td>8.3 ± 0.5</td>
<td>–</td>
<td>–</td>
<td>12 ± 1</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>AP-16</td>
<td>2.26</td>
<td>rock</td>
<td>19 ± 1</td>
<td>11 ± 1</td>
<td>–</td>
<td>–</td>
<td>8 ± 1</td>
<td>9 ± 1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>AL-2</td>
<td>1.79</td>
<td>3.0</td>
<td>3.5 ± 0.2</td>
<td>2.3 ± 0.1</td>
<td>–</td>
<td>–</td>
<td>38 ± 4</td>
<td>36 ± 4</td>
<td>–</td>
<td>35 ± 6</td>
</tr>
<tr>
<td>AL-3</td>
<td>1.74</td>
<td>8.2</td>
<td>3.3 ± 0.2</td>
<td>1.5 ± 0.1</td>
<td>–</td>
<td>–</td>
<td>39 ± 4</td>
<td>50 ± 5</td>
<td>16</td>
<td>42 ± 2</td>
</tr>
<tr>
<td>AL-4</td>
<td>1.74</td>
<td>1.9</td>
<td>5.3 ± 0.4</td>
<td>2.9 ± 0.2</td>
<td>172 ± 11</td>
<td>217 ± 17</td>
<td>24 ± 3</td>
<td>27 ± 3</td>
<td>20</td>
<td>43 ± 2</td>
</tr>
<tr>
<td>AL-5</td>
<td>1.69</td>
<td>4.5</td>
<td>4.2 ± 0.3</td>
<td>2.4 ± 0.1</td>
<td>155 ± 49</td>
<td>210 ± 11</td>
<td>29 ± 11</td>
<td>30 ± 12</td>
<td>7</td>
<td>34 ± 10</td>
</tr>
<tr>
<td>AL-6</td>
<td>1.75</td>
<td>2.6</td>
<td>5.0 ± 0.3</td>
<td>3.3 ± 0.2</td>
<td>–</td>
<td>–</td>
<td>26 ± 3</td>
<td>24 ± 2</td>
<td>8</td>
<td>26 ± 2</td>
</tr>
<tr>
<td>AL-7</td>
<td>1.80</td>
<td>3.3</td>
<td>8.2 ± 0.5</td>
<td>4.3 ± 0.2</td>
<td>–</td>
<td>–</td>
<td>16 ± 2</td>
<td>18 ± 2</td>
<td>–</td>
<td>27 ± 6</td>
</tr>
<tr>
<td>AL-8</td>
<td>1.76</td>
<td>112</td>
<td>6.2 ± 0.4</td>
<td>3.2 ± 0.2</td>
<td>–</td>
<td>–</td>
<td>20 ± 2</td>
<td>23 ± 2</td>
<td>–</td>
<td>26 ± 5</td>
</tr>
<tr>
<td>FS-20</td>
<td>1.50</td>
<td>rock</td>
<td>5.5 ± 0.2</td>
<td>2.6 ± 0.3</td>
<td>–</td>
<td>–</td>
<td>18 ± 1</td>
<td>20 ± 2</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

\(^a\)AP, AL and FS designations correspond to samples from the Adams Peak, Antelope Lake and Fort Sage Mountain study areas.

\(^b\)[\(^{10}\text{Be}\)] and [\(^{26}\text{Al}\)] calculated from \[^{10}\text{Be}/^{9}\text{Be}\] and \[^{26}\text{Al}/^{27}\text{Al}\] measured by AMS. All samples but FS-20 were measured at LLNL. FS-20 was measured at PRIME Lab. \[^{26}\text{Al}\] standards at the two AMS labs agree [50]; \[^{10}\text{Be}\] standard at PRIME Lab is derived from NIST 4325 and calibrated to a standard at LLNL prepared by K. Nishiizumi from an ICN solution. Dashes in table indicate no data. Uncertainty is standard error.

\(^c\)[\[^{Zr}\]] measured by XRF. Reported values are averages for sample localities distributed across the catchment (typical sample size = 12 regolith and three fresh rock outcrop samples per catchment). Uncertainty is standard error.

\(^d\)Erosion rates calculated using Eq. 1 (outcrops) and Eq. 3 (catchments). SLHL spallogenic production rates were scaled to sample altitudes and geographic latitudes (39.83°N for AP and 40.17°N for AL) using Lal’s [31] table 2. SL muogenic production rates were scaled to sample elevation accounting for atmospheric depth and adding 2800 \(\text{cm}^{-2}\text{y}^{-1}\) to the stopping rate to adjust for atmospheric travel-time. Production rates and penetration depths are corrected for geometric and depth shielding [51]. We estimate \[^{f_{\text{Zr}}}/^{f_{\text{Be}}}\] (Eq. 3) with \[^{Zr}_{\text{regolith}}/^{Zr}_{\text{bedrock}}\]. For catchments where \[^{Zr}_{\text{regolith}}/^{Zr}_{\text{bedrock}}\] is unavailable, we use averages of available measurements for each study area (1.19 ± 0.03 for AP catchments and 1.26 ± 0.03 for AL catchments). Soil pits reveal that average soil depth is 37 ± 7 cm for AP and 45 ± 17 cm for AL. Soil density is estimated to be 1.8 ± 0.4 g/cm³. Uncertainties include \[^{26}\text{Al}\] and \[^{10}\text{Be}\] measurement error, variability in soil depth and density, and uncertainty in quartz enrichment. Uncertainty in cosmogenic nuclide production rates is not included, and would add 10–20% systematic uncertainty to all erosion rates.

\(^e\)Uncertainty represents the standard deviation of multiple measurements from throughout the catchment.
Granger et al. [42] measured concentrations of $^{26}\text{Al}$ and $^{10}\text{Be}$ in sediment from small catchments draining the fault block and showed that erosion rates have a strong dependence on hillslope gradient (Fig. 2), increasing exponentially at gradients up to 0.63. These results lie in stark contrast to the relatively uniform erosion rates of the Diamond Mountains over an even broader range of hillslope gradients, even though the granitic bedrock is similar at the two sites. This disparity may be explained by the lack of boulder arming at the Fort Sage study area (Fig. 2). Boulder abundance at both of the Fort Sage catchments remains uniformly low, never exceeding 20% even on steep slopes. The Fort Sage Mountains, then, provide a counter proof for the boulder arming hypothesis by showing that, in the absence of boulder cover, steep slopes erode much more rapidly than gentle slopes.

But why are bare rocks less common at the Fort Sage Mountains sites than at the Diamond Mountains sites? An erosion rate measurement on a 6 m tall tor (FS-20 in Table 1) in the Fort Sage Mountains indicates substantially faster bare rock erosion at this site (17 ± 1 mm/kyr), despite the more arid climate. Bedrock exposed in streambeds and on ridge crests at the Fort Sage sites is often friable by hand, as opposed to harder rock found in similar exposures in the Diamond Mountains. These observations suggest that bedrock in the Fort Sage Mountains may be more easily weathered than in the nearby Diamond Mountains, so corestones are less common and place less of a limit on hillslope erosion. Though the bulk chemistry of the Fort Sage Mountains pluton is similar to the Diamond Mountain batholith [20], differences in other bedrock characteristics such as joint density, grain size, and mineralogy could cause differences in erosion rates. For example, examination of hand specimens reveals that the mafic mineral component of the Fort Sage Mountain bedrock is dominated by biotite, while hornblende is more common in the Diamond Mountain bedrock. This small difference in lithology may account for the difference in bare rock abundance if grussification is largely controlled by biotite hydration. Other work has similarly suggested that small differences in lithology may have large influences on the rate and style of landscape evolution in granitic terrain (e.g. [14]). For example, the topographic contrast between the flat Sherman erosion surface and the steep-sided inselbergs of the southern Laramie Range, WY, USA, has been attributed to small variations in the degree of biotite oxidation in the parent rocks [45].

In light of the Fort Sage results, we suggest that boulders and bare rock in the Diamond Mountains significantly retard erosion of steep slopes. In the absence of boulders and bare rock, granitic slopes weather to gruss and are easily eroded, while the presence of bare rock and boulders inhibits rapid hillslope erosion.

5.2. Implications for persistence of local relief

Differential erosion of bare and covered granite can clearly produce landforms such as tors and bornhardts. However, in our Diamond Mountain study areas where boulders and bare rock cover only a fraction of mountain slopes, their effect on landscape evolution is less extreme. The bare rock serves to slow erosion of steep slopes, bringing the mountain landscape close to a state of dynamic equilibrium [46] in which steep and gentle slopes erode at similar rates. Because erosion is relatively uniform across the landscape, relief reduction will proceed more slowly than it would if steep slopes eroded much faster than their gentle counterparts.

Local relief in the Diamond Mountains appears to be changing very slowly. Our data show that summit erosion is indistinguishable from that of the rest of the landscape. If these erosion rates are representative of the long-term average, then relief can be potentially preserved for millions of years in the absence of fault motion. That relief has been stable over the long term near Adams Peak is supported independently by other geologic evidence: 10 Myr old volcanic flows locally span up to 500 m of elevation [21], indicating that relief in the middle Miocene was, at minimum, over half that of today. Because these 10 Myr volcanic flows still occupy the valley bottom but not the range crest, erosion of the mountain tops has probably reduced local relief somewhat over this time.
Cosmogenic nuclides average erosion rates over roughly the timescale required to erode one neutron penetration length (∼60 cm in rock) [31]. Our erosion rates inferred over $10^3$–$10^4$ yr time-scales are broadly consistent with exhumation rates averaged over much longer periods of time. House et al. [47] estimate 2–4 km of valley lowering over the past 70–80 Myr from U–Th/He ages in a transect across the central Sierra Nevada, giving long-term lowering rates of 25–60 mm/kyr. These estimates agree remarkably well with our cosmogenic erosion rates of 15–60 mm/kyr.

Our results contrast with estimated rates of relief generation in the nearby Sierra Nevada [16]. Boulders on high (∼3.7 km) summit flats in the southern Sierra Nevada near Mount Whitney are eroding at only 2–5 mm/kyr [16], more than a factor of two slower than bare rocks at the Diamond Mountain study areas. These rates are comparable to erosion of glacially scoured bedrock in the same region, where we have observed that erosionally resistant phenocrysts and aplite dikes of the Whitney pluton retain glacial polish and stand 2–5 cm above the surrounding rock after ∼13 kyr of postglacial erosion [48]. Small et al. [16] contrasted these slowly eroding summit flats with estimated average erosion rates of 50 mm/kyr and suggested that Sierran relief may be increasing at rates up to 100 m/Myr. The summit flats studied by Small et al. [16] may be remnants of earlier topography that are being consumed by more rapid erosion of the mountain flanks. There is no evidence of broad summit flats near our sites, so such a surface has been completely consumed, if it ever existed.

Erosion rates in our Diamond Mountain sites are comparable to those in the nearby unglaciated Sierra Nevada [49]. Erosion rates are not strongly dependent on hillslope gradient, except in landscapes near rapidly eroding river canyons or fault scarp [49]. This suggests that the processes governing the development of erosional dynamic equilibrium in the Diamond Mountains may be operating throughout the Sierra Nevada. Given the difference in erosion rates between bare and covered rock, Wahrhaftig's [12] hypothesis that slow erosion of bedrock summits and steep slopes generates relief in parts of the Sierra Nevada remains plausible where very steep and gentle slopes are juxtaposed. However, the influence of boulder armoring and local bare rock exposure extends beyond this special situation. At our study areas boulders and bare rock may help maintain relatively uniform erosion rates across the landscape, thereby stabilizing the landscape and reducing the rate of relief generation and decay.

6. Conclusions

It has been widely inferred both from geologic observations (e.g. [1,12,15]) and from previous cosmogenic nuclide measurements [4–6,16,17] that bare rock erodes more slowly than soil-man- tled rock. Our cosmogenic measurements from the Diamond Mountain sites show that boulders and bare rock can strongly affect erosion of granitic landscapes. Because corestones are more common on steep slopes, they enforce a negative feedback that slows erosion of steep mountain flanks. Erosion rates are determined by the transport rate of gravel on gentle slopes and by the mechanical breakdown of bare bedrock and boulders or landsliding on steep slopes. Our erosion rate measurements suggest that much of the unglaciated Sierra Nevada may be in erosional dynamic equilibrium, in which steep and gentle slopes lower in concert, maintaining steep mountain flanks and high local relief.
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