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This talk will cover:

• Why study lava flows? 

• How lava flows are currently observed? 

• How lava flows are currently modeled? 

• What do we still need to learn about lava flows?



Why study lava flows?

• Hazard 

• Long-term record of eruption history 

• Environmental impacts (not covered here)



Lava flows as a natural hazard

Kīlauea 2018











Damage to utilities

Protecting power poles 
in Pahoa, 2014

Puna Geothermal Venture 
power plant during the 2018 
Kilauea eruption



Pico do Fogo, 2014-2015



Lava flows as a record of eruption conditions

Blackburn et al., 2013; Puffer et al., 2018

OMB2: 
Pillows. 

Subaqueous

OMB1:  
Pahoehoe tows, 
cooling joints. 

Subaerial



Lava flows as a record of eruption conditions

Pillow lavas, Columbia River flood basalt 
Lake Roosevelt National Recreation Area

Photo: Callan Bentley 



Lava flows as a record of eruption conditions

Conway et al., 2015

Fierstein et al. 2011) is particularly applicable to ice-marginal
lava flows at glaciated volcanoes. Glacial impoundment re-
sults in the slow cooling of overthickened lavas, which pro-
duces crystalline groundmass textures favourable for dating in
flow interiors that are exposed via erosion of oversteepened,
fractured flow margins. A limited 40Ar/39Ar geochronology
dataset is presented here for two purposes: (1) to identify that
ice-marginal lava flows were erupted and emplaced during
past glacial periods and (2) to provide some preliminary con-
straints on the timing of past glaciation at Ruapehu. The im-
plications regarding paleoclimate reconstructions will benefit
from utilising a more complete geochronologic dataset in fu-
ture work (Conway et al. in prep 2015). New and existing
40Ar/39Ar eruption ages determined for ice-marginal lava
flows provide absolute temporal constraints on past glacial

extents at Ruapehu: large valley-filling glaciers were present
at 47±4, 46±5, 43±2, 21±6, and 21±3 ka. Accounting for
uncertainties, the range in older eruption ages (51–41 ka) falls
within MIS 3 (Fig. 13). The range of younger eruption ages
(27–15 ka) broadly overlaps timing of the latter glacial ad-
vance inferred to have occurred between 25.5 and 22.5 ka
by McArthur and Shepherd (1990).

The location and extent of major ice-marginal flows on
Ruapehu and the thickness of ice required to impound each
flow are plotted in Fig. 14. Approximate glacier thicknesses
were estimated by calculating the vertical distance from the
top of the flows to the bottom of the adjacent valleys. These
are approximate estimates given that valley floor elevations
may have subsequently been raised via deposition or lowered
via erosion since the glaciers were present. Upper extents of
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Fig. 13 Graph of 40Ar/39Ar
eruption ages (diamonds, with
bars indicating 2σ uncertainties)
for selected Ruapehu lava flows.
Global δ18 O fluctuations and
marine isotope stages (MIS; data
from Lisiecki and Raymo 2005)
are plotted to indicate the
coincidence of ice-marginal lava
flow eruptions during former
glacial periods (higher δ18 O
values, MIS 3–2) and eruption of
a valley-floor lava flow during the
post-glacial period (lower δ18 O
values, MIS 1)
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Fig. 14 Elevation of major ice-
marginal lava flow extent versus
location on Ruapehu. Each bar
represents an ice-marginal flow
and, therefore, the past position of
the glacier against which the flow
was emplaced. Thicknesses of
glaciers that bounded and
dammed lava flows are
represented by bar widths (see
scale in key for thickness values
in metres). 40Ar/39Ar eruption
ages are written next to bars for
lava flows that have been dated
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evidence for minor and localised interaction with gla-
ciers or snow: column-forming joints and pseudopillow
fractures are present only rarely on flow margins.
Column-forming joints have the same dimensions as
those in ice-marginal lavas but are restricted to expo-
sures within areas of <10 m2. Pseudopillow fractures
display relatively small master fracture lengths (<2 m)
and close subsidiary fracture spacings (<10 cm). No
post-glacial flows display gross overthickening or im-
poundment at their margins.

Eruption ages and composition of lava flows

We present a subset of relevant eruption age and composition-
al data for this study that are from a wider geochronological
and geochemical compilation to be presented elsewhere
(Conway et al. in prep 2015). High-precision 40Ar/39Ar erup-
tion ages were determined for an ice-dammed flow on the

north-western flank (43±2 ka; all errors reported as 2σ) and
an ice-bounded flow on the south-western flank of Ruapehu
(21±3 ka; Table 2; Fig. 4). Based on its geomorphology and
near-identical major element chemistry, we infer that a sub-
glacial flow located 600 m to the west was erupted and
emplaced coevally with the 21±3 ka ice-bounded flow.
40Ar/39Ar eruption ages of 46±5 and 21±6 ka were deter-
mined by Gamble et al. (2003) for lava flows that we have
identified as being ice-bounded (Table 2; Fig. 4). The crystal-
line interior of a post-glacial lava flow exposed in the valley
floor on northern Ruapehu yielded an eruption age of 9±3 ka.
Post-glacial eruption ages are inferred for lava flow samples
CC195, CC335 and CC447 due to their valley-floor locations.
Ruapehu lava flows studied here display a 58.3–64.3 wt%
range in SiO2 content (Table 2). Post-glacial lavas have com-
positions intermediate of this range, from approximately 58 to
60 wt% SiO2, whereas lavas that were erupted from ~51 to
41 ka generally have higher SiO2 contents.

a b

c d

kb

gl

kb

gl

pl

SiO2 = 61.0 wt. %

Fig. 10 Sub-glacial lava flows on
Ruapehu. a Sinuous, valley-floor
flow on south-western Ruapehu
exhibits kubbaberg joints (kb) and
glassy lava (gl). It was probably
emplaced within a meltwater
channel beneath a glacier. Flow
thickness is ~10 m. b Concentric
platy joints (pl) on lateral margin
of sub-glacial flow on south-
western Ruapehu. Flow height is
~5 m. c, d Lateral margin of sub-
glacial flow on south-western
Ruapehu, exposing kubbaberg
joints (kb) and a lower glassy
zone (gl). Full compositional data
for the lava flow are shown in
Table 2

post-glacial flows

ice-bounded flows

talus

talus and till

foreground

SiO2 = 63.8 wt. %

SiO2 = 58.6 wt. %

Fig. 11 Post-glacial lava flow on north-western Ruapehu. These flows are typically <5 m thick, drape over topography and have little or no till cover.
Distance to skyline is ~1.5 km. Refer to Fig. 4 for location of photo. Full compositional data for flows, with SiO2 contents displayed, are shown in Table 2
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levels of ice-bounded flows display concentric platy jointing
that is sub-horizontal at the top of the flow and sub-vertical on
the margins of the flow (Fig. 6d).

Colonnades are here represented by ~35-m-high out-
crops of lava exposed along ice-bounded flow margins
that behead or divert valley drainages. Basal contacts of
colonnades are composed of glassy lava fractured by
closely spaced kubbaberg or column-forming joints and
are commonly marked by overhangs (Fig. 7). Above this
lowermost zone of colonnades, lava is fractured by broad,
approximately vertical, column-forming joints at >50-cm
spacing that extend for 1–3 m into the flow. The upper
20–30 m of colonnade outcrops expose fine-scale (10–20-
cm diameter) column-forming joints in association with
pseudopillow fractures and kubbaberg joints. Column-
forming joints are dominantly oriented sub-vertically and
display wavy undulations with amplitudes of 1–10 cm
over wavelengths of 20–210 cm. Arrays of columns that
fan from vertical to horizontal over distances of <10 m are
common at colonnade outcrops (Fig. 7).

Ice-dammed flows

Lavas forming cliffs of heights >50 m that are located
within glaciated valleys at Ruapehu are classified here
as ice-dammed flows. Flows have flat tops and thicken
downslope toward their frontal terminations, which form
near-vertical cliffs up to 100 m high and 600 m wide
oriented perpendicular to the axes of the valleys below
them (Fig. 8). Fans of autoclastic debris that formed
through gravitational collapse and erosion of the
oversteepened terminal bluff fringe the flow fronts and
typically obscure their basal contacts such that the true
thicknesses of flows are unknown. Ice-dammed flows at
Ruapehu are located on the north-eastern, north-western
and western flanks between 1560 and 1880 m a.s.l.
(Fig. 4).

Glassy and massive lava with associated autobreccia
comprise the upper 10 m of flows (Fig. 9a, b). The lower

20–40 m of flows is characterised by <15-cm-thick and
30–100-cm-long sub-horizontal plates bounded by regu-
larly spaced and oriented fractures (Fig. 9a, b). Vertical
fractures spaced at distances of 2–5 m and continuous
over lengths of 40–60 m extend through platy and glassy
zones in ice-dammed flows (Fig. 9a); platy joints are cut
by the vertical fractures. Fine-scale, horizontal column-
forming joints are present commonly on the lateral mar-
gins of ice-dammed flows and, rarely, on the front in close
association with pseudopillow fractures, kubbaberg joints
and crease structures (Fig. 9c, d). The different fracture
networks often merge without distinguishable boundaries,
resulting in compound arrays and geometries of the joints.
Pseudopillow fractures display approximately vertical,
curviplanar master fractures with horizontal striations that
formed due to intermittent fracture propagation in a verti-
cal direction. Pseudopillow subsidiary fractures intersect
each other to form sub-horizontally oriented columns.
Crease structures are most common on the lateral margins
of ice-dammed flows and display sub-vertical central val-
ley orientations.

Sub-glacial flows

Valley-floor lava flows with sinuous morphological
forms, and height to width ratios >1:1 are observed at
three locations at Ruapehu (Figs. 4 and 10a). The flows
are located on gentle slope gradients on the south-western
flank at 1620 m and south-eastern flank at 1750 m. The
lavas exhibit glassy groundmass textures and display fine-
scale kubbaberg joints spaced at distances of <20 cm in
the upper levels of the flows, indicative of rapid cooling
in the presence of water (Fig. 10c, d). Middle to lower
zones have broad column-forming joints and conchoidal
fractures spaced at distances of >1 m (Fig. 10c, d).
Concentric platy joint orientations in the lavas replicate
flow margin morphologies where the outer glassy cara-
pace has been removed by erosion (Fig. 10b). There is
no evidence to suggest that these flows were erupted from

fine-scale
column-forming joints

broad
column-

forming joints

till quenched
clastoverhanging

basal contact talus

autobreccia

1 m

Fig. 7 Glassy colonnade of an
ice-bounded flow overlying till on
south-western Ruapehu. Location
of flow is shown in Fig. 4
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Colonnade

vertically on the tops of flows (Fig. 6a). Small-volume
(<10 m3) lobes of lava perched on valley walls that can be
traced upward to major ridge-capping lava flows are com-
posed of fanning arrays of sub-vertical column-forming joints.
Column-forming joints occur in close association with
pseudopillow fractures, which are arranged in sets of sub-
parallel master fractures spaced <5 m apart and oriented sub-
vertical (Fig. 6c). Kubbaberg joints occur at the basal contact
or top surface of ice-bounded flows and are sometimes pre-
served along the lateral margins of flows (Fig. 6c). Fine-scale
crease structures (<20 cm long) are located on glassy lobes of

ice-bounded flows, where they are commonly oriented sub-
vertical and spaced <10 cm apart such that they pervasively
fracture glassy zones of <2 m2 (Fig. 3a). Crease structures
with greater lengths (>1 m), wider spacing (>20 cm) and
dominantly sub-horizontal orientations are present in the low-
er 10 m of thick ice-bounded flows (Fig. 6c). Flow interiors
displaying ubiquitous platy joints have been exposed for ice-
bounded flows that are missing their outermost quenched car-
apaces, which have collapsed or been eroded. The lower 5–
10 m of ice-bounded flows displays regularly arranged hori-
zontal plates ~100 cm long and <10 cm thick. Middle to upper

a b

c d
gl

pl

till
co

cr

plpp gl

co

Fig. 6 Fracture characteristics of ice-bounded lava flows at Ruapehu.
Locations of photographed sites are shown in Fig. 4. a Column-forming
joints on the margin of an ice-bounded flow on western Ruapehu range in
orientation from horizontal (lower margins) to vertical (top of flow). b
Gradational contact (dashed line) between ice-bounded flow with
column-forming joints (co; right) and sheared till containing clasts of
the adjacent lava (left). c Range of fracture types observed in ice-

bounded lava flow on south-western Ruapehu: pseudopillow fractures
(pp), platy joints (pl), column-forming joints (co), and crease structures
(cr). Glassy zones (gl) are also present throughout the flow. Person
(seated) for scale. d Side view of ice-bounded flow on eastern
Ruapehu. Platy joints (pl) of variable orientation exposed throughout
the flow. Note the capping till and talus apron that typically obscure
flow contact relationships

foreground fan

river

moraine

lava knuckle

lava knuckles
ridge-top flow

valley fill fan

talus

Fig. 5 Example of ice-bounded lava flows from eastern Ruapehu. Note
the fine-scale jointing on the vertical face of this ~30-m-thick flow (below
the NZ Alpine Club Hut; circled in red). Note also the thin ridge-top flow

(near skyline) that thickens downslope and terminates in a small, perched
knuckle (refer to Fig. 4 for location of flow)
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Lava knuckles
 Ice-bounded flow Fierstein et al. 2011) is particularly applicable to ice-marginal

lava flows at glaciated volcanoes. Glacial impoundment re-
sults in the slow cooling of overthickened lavas, which pro-
duces crystalline groundmass textures favourable for dating in
flow interiors that are exposed via erosion of oversteepened,
fractured flow margins. A limited 40Ar/39Ar geochronology
dataset is presented here for two purposes: (1) to identify that
ice-marginal lava flows were erupted and emplaced during
past glacial periods and (2) to provide some preliminary con-
straints on the timing of past glaciation at Ruapehu. The im-
plications regarding paleoclimate reconstructions will benefit
from utilising a more complete geochronologic dataset in fu-
ture work (Conway et al. in prep 2015). New and existing
40Ar/39Ar eruption ages determined for ice-marginal lava
flows provide absolute temporal constraints on past glacial

extents at Ruapehu: large valley-filling glaciers were present
at 47±4, 46±5, 43±2, 21±6, and 21±3 ka. Accounting for
uncertainties, the range in older eruption ages (51–41 ka) falls
within MIS 3 (Fig. 13). The range of younger eruption ages
(27–15 ka) broadly overlaps timing of the latter glacial ad-
vance inferred to have occurred between 25.5 and 22.5 ka
by McArthur and Shepherd (1990).

The location and extent of major ice-marginal flows on
Ruapehu and the thickness of ice required to impound each
flow are plotted in Fig. 14. Approximate glacier thicknesses
were estimated by calculating the vertical distance from the
top of the flows to the bottom of the adjacent valleys. These
are approximate estimates given that valley floor elevations
may have subsequently been raised via deposition or lowered
via erosion since the glaciers were present. Upper extents of
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Fig. 13 Graph of 40Ar/39Ar
eruption ages (diamonds, with
bars indicating 2σ uncertainties)
for selected Ruapehu lava flows.
Global δ18 O fluctuations and
marine isotope stages (MIS; data
from Lisiecki and Raymo 2005)
are plotted to indicate the
coincidence of ice-marginal lava
flow eruptions during former
glacial periods (higher δ18 O
values, MIS 3–2) and eruption of
a valley-floor lava flow during the
post-glacial period (lower δ18 O
values, MIS 1)
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Fig. 14 Elevation of major ice-
marginal lava flow extent versus
location on Ruapehu. Each bar
represents an ice-marginal flow
and, therefore, the past position of
the glacier against which the flow
was emplaced. Thicknesses of
glaciers that bounded and
dammed lava flows are
represented by bar widths (see
scale in key for thickness values
in metres). 40Ar/39Ar eruption
ages are written next to bars for
lava flows that have been dated
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“Lava flows are #e single most common feature on 

#e surfaces of #e $rres%ial planets. &ey cover 90% 

of Venus, 50% of Mars, at least 20% of #e Moon, 

and some 70% of #e Ear#”

Encyclopedia of Volcanoes



Building the 
ocean floor

Fundis et al G3 2010



on Mars ...

Glaze et al., 2009

Debated channel at Ascraeus Mons (HiRISE, NASA)

Themis VIS image showing an 
Olympus Mons lava tube with several 
rimless depressions that are sinuously 
aligned (SP) along the axis of a raised 
ridge (Ridge). A raised rim pit (RrP) 
also is located at the apex of a lava 
fan (Fan).   (Bleacher et al., LPSC 
2011)



and Venus...

NASA’s Magellan project



On our moon

. (Apollo 15 Metric photograph AS15-1555.)

Zimbelman 2008



on Jupiter’s moon Io

Amirani-Maui: longest currently-active 
lava flow in the solar system, at 250 km
Picture taken by NASA’s Galileo mission



Andesite flow, Lascar, Chile 

Basaltic flow, 
Kīlauea, 
Hawai`i

Dacite lava dome 
Mt. St. Helens, USA

Peter Francis



Types of lava surfaces

 Fronts thicken while advancing, often growing to more than ten times their initial thickness. 
Final thicknesses are typically about 20 m or less for aa fronts, but several tens of metres for 
blocky flows; their maximum lengths are measured in tens of kilometres and in kilometres, 
respectively. Major flows can achieve volumes of 1-100 million cubic metres, and tend to be 
emplaced within days when they are aa but within months when they are blocky.  
 
Table 3. Common Features of Flow Surfaces 
 

Feature Description 
  
1. Aa Lava Surface is covered by a jumble of irregular crustal fragments. 
  

Cauliflower Crust twists upwards as cauliflower-like protrusions. These break to 
give fragments up to decimetres across. Surfaces are grey-black, often 
glassy, and rough and spinose at the millimetre scale. 

  
Rubbly Crust fractures downwards to yield rounded rubble up to metres across, 

often with an ochre-black granular surface, millimetres deep  
  
2. Blocky Lava Surface is covered by broken lava, containing fragments up to metres 

across with smooth, planar, and angular surfaces.  
  
3. Pahoehoe Lava Surface is smooth and continuous, often with a millimetre-scale texture 

of interweaved lava threads or filaments. 
  

Entrail Dribbles of lava yield convoluted surfaces reminiscent of entrails. 
  

Ropy (or corded) Flexible crusts ruck into tight folds before chilling. Surface resembles 
segment of coiled rope. Each "rope" can be centimetres thick. 

  
Shelly Highly vesicular, fragile crusts. Often associated with skins, centimetres 

thick, over hollow lava blisters. The skins break underfoot, giving the 
impression of walking on egg shells. 

  
Slabby (sometimes slab aa) Slabs of broken crust, up to metres across and centimetres thick. 
  
4. Toothpaste Lava Protrusions of viscous lava squeezed through gaps in flow crust. They 

may be tens of metres long and their cross-sections often mimic the 
shape of the source gap, like toothpaste emerging from its container.   

  
 
 
 Both flow types initially develop channels to feed lava to their fronts. Channels form when a 
flow stops widening and concentrates motion downhill. The fronts themselves grow during 
advance because they decelerate as they solidify and allow faster lava to accumulate from 
upstream. For example, during the opening stage of emplacement (when they are fastest), major 
aa fronts may advance a few kilometres a day (occasionally 10-30 km in the first 24 hours), 
although the velocity of lava near the vent may be at least ten times greater. 
 At one extreme, advance and thickening continue until a flow stops being fed by new lava, 
whereupon the front slows to a halt as remaining lava drains from the feeding channel. At the 
other extreme, effusion continues into the flow even though the front has come to rest. Lava 
begins to pile up within the channel, starting at the front and working its way backwards. As it 
thickens, the channel lava exerts an increasing pressure on its margins, and these may eventually 
breach to form an outlet through which the channel lava can escape. If the breach is too small, it 
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may be able to heal itself through cooling or by being plugged with crustal debris. Otherwise, the 
breach may become a permanent outlet from which a major new flow can develop. The new flow, 
in turn, may halt and thicken until the cycle is repeated. In such a way, a flow field, the final 
product of one effusive eruption, may evolve with time from a single flow to a collection of 
interconnected flows (Figure 4).  
 
 

 
 

Figure 3. The surfaces of aa and blocky flows 
are covered by broken surface fragments.  
(Top) Aa fragments (Mt Etna, Sicily) are 
contorted and initially appear black and 
spinose (top) but, during later stages of 
advance, the surface breaks to yield rounded 
and abraded rubble (bottom).  
(Middle) Blocky fragments (Nea Kameni, 
Santorini, Greece) are angular and have planar 
faces.  
(Bottom) Pahoehoe surfaces (Vesuvius, Italy) 
are smooth and often billowy over distances of 
metres. (Photos: (Top, Middle) C.R.J. Kilburn; 
(Bottom) S. Black). 
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Kilburn, 2000



Some questions people ask about lava flows
1. Short-term forecasting:  
            Where will this lava go? 

             How quickly will it get there?  
2. Hazard assessment and planning:  
            Where will some future lava go? 
3. Deposit interpretation:  
             How fast was this lava erupting?  

             What was this lava like? 
4. Insight into processes:  
             How can deposit characteristics be  

              inverted to constrain eruption processes? 



What controls lava flow emplacement?

w = 2 (gΔρ)2Q7η4cos9θ
σ6c κ3sin7θ

1/13

gravity density
flux

viscosity

slope

yield 
strength

thermal 
diffusivity

flow 
width

Kerr et al., 2006

One form out 
of many…



What controls lava flow emplacement?

w = 2 (gΔρ)2Q7η4cos9θ
σ6c κ3sin7θ

1/13

gravity density
flux (speed x cross-section area)

viscosity

slope

yield 
strength

thermal 
diffusivity

flow 
width

Kerr et al., 2006

One form out 
of many…



How are lava flows currently observed?

What kind of observations do we want to make?

Temperature

Rheology

Topography 
Morphology
Volume 

… and how all of these change 
over time and space

Speed / flux



How lava flows are currently observed?

What kind of observations do we want to make?

Thermal cameras and probes

In-situ viscometry 
Kinematics

Ground and airborne photogrammetry
LiDAR
Radar (SAR, InSAR)
Satellite-derived DEMs

Temperature

Rheology

Topography 
Morphology
Volume 

Speed / flux Areal mapping, Front tracking 
Velocimetry



Topography from Photogrammetry



Ryan Perroy, UH-Hilo, mapping the 2014 Pahoa flows



High resolution mosaic and DEM

Ryan Perrot (UH-Hilo), Nick Turner (UH-Manoa), USGS



Flow routing forecasting

Fig. 3 a Comparison between 1 m UAS-derived flow paths (yellow lines) and 10 m USGS DEM (blue lines). The advancing lava flow is depicted
as a series of flow outlines produced from HVO field mapping from Dec 16, 2014 through Jan 10, 2015. The 1 m UAS flow paths were generated
from data collected on Dec 16, 2014 – Dec 17, 2014. The purple box highlights the area of panel c. Refer to USGS, 2017 to search for June 27th
flow maps. b Final extent of the June 27th lava flow. c UAS-derived 3D point cloud showing the 5 m ditch surrounding the Pāhoa marketplace, a
topographic feature that was not identified from the 10 m USGS DEM due to coarse spatial resolution

Fig. 4 Elevation values from an independent GPS survey of 32 points collected within the area of the pre-flow DEM plotted against elevation values
extracted from the 1 m UAS-derived DEM (blue dots) and the 10 m USGS DEM (orange dots)

Turner et al. Journal of Applied Volcanology  (2017) 6:17 Page 6 of 11

Turner et al., 2017



Ryan Perrot (UH-Hilo), Nick Turner (UH-Manoa), USGS

Topographic change and flow inflation



Ryan Perrot (UH-Hilo), Nick Turner (UH-Manoa), USGS

Topographic change and flow inflation
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fractured, with some polygonal or columnar joints at the top of the
dome and sub-radial fractures at the margin of the dome. Polygonal or
columnar joints are commonly found on contraction of lava flows
(Lescinsky and Fink, 2000) and therefore may indicate that contraction
processes occurred at the dome carapace of Merapi. The analysis of rose
diagrams shows that the bulk of the structures are NW-SE-oriented.
This orientation was possibly already structurally delineated, as a NW-
SE strike was identified at the Merapi lava dome in 1992 (Beauducel
et al., 2000). The NW-SE-oriented structures at the Merapi summit are
either local features, or controlled by a regional structural trend
(i.e., along the Merapi-Merbabu-Telomoyo-Ungaran Volcanoes)
(which is also confirmed by the trends of gravity anomalies), by the
structural zones of sector collapses, or by a combination of both (Tiede
et al., 2005; Walter et al., 2015). Some studies have indicated that re-
gional trends play an important role in volcanic activities, such as the
volcano summit architecture of the lava dome at Colima Volcano,
Mexico (Norini et al., 2010; James and Varley, 2012), the orientation

of flank instabilities and lava dome collapse at Mt. St. Helens, USA
(Lagmay et al., 2000), or the distribution of lava dome complexes at Ro-
torua Caldera, NewZealand (Ashwell et al., 2013). In the ColimaVolcano
Complex (CVC), a N\\S regional strike and anE-Wvolcano-tectonic gra-
ben control the magmamigration, flank instability, and direction of lat-
eral collapse of the summit dome (Norini et al., 2010). TheN\\S regional
trend of Colima Volcanomay also control the present orientation of the
NNE-SSW structure at the center of the Colima lava dome, as is indicat-
ed by the analysis of high-resolution DEMs (James and Varley, 2012).
This may be similar to the activities of Merapi following the 2010
eruption.

The morphological changes at the Merapi lava dome that oc-
curred between 2012 and 2014 were attributed to an episode of
steam-driven explosions. These explosions occurredwithout any ob-
served precursors (BPPTKG, 2013). The biggest explosion on 18 No-
vember 2013 might be triggered by a local strong earthquake
(Walter et al., 2015), however, rain water may also have contributed

Fig. 7. (a) Shaded reliefs of the 2012 and (b) 2015 Digital ElevationModels and (c) cross-section profiles of lines h–i and j–k show detailed geometry of the open fissures and lava dome at
Merapi Volcano before and after the explosions. Coordinates are in UTM meters. (d) Changes in topography before and after these explosions exhibit the successful redistribution of
mapped material due to the explosions, where red areas indicate deposited areas and blue areas indicate loss areas.
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Radar and SAR Coherence Mapping (SCM)

Figure 2. Flowchart of the SCM method. Image processing proceeds in the following order: (a) In step 1, a coher-
ence image is produced from a pair of SAR scenes and displays the degree to which the scattering properties of the
ground surface in each pixel have changed between May 14 and June 18, 2007. Areas that are unchanged have high
coherence, with values near one, while regions with altered surfaces have low coherence, with values near zero. Cor-
related features including the 1983–2007 flow field, labeled “recent flows,” and the Mauna Ulu flow field, can be iden-
tified in the image. Visibly decorrelated areas include vegetation beyond the edge of the flow fields, along with regions
within the flow field that represent new activity. The ocean appears completely black in Figure 2a because it is masked
by the extent of the DEM used to create the coherence image and represents a region of no data. (b) In step 2, vegetated
areas within Figure 2a are removed with a vegetation mask to create an image where the remaining decorrelated pixels
are potential lava flows. All pixels in the vegetation mask, as well as the ocean, have been made white. The vegetation
mask for Figure 2a is built by creating an initial vegetation map, and then removing any pixels that are vegetated ini-
tially, but become correlated by the end date of the image (06/18/2007). (c and d) In step 3, multiple coherence images,
each with its vegetation masked, are thresholded to select the most decorrelated pixels. The threshold applied to each
image is a function of the perpendicular baseline, duration, and time of year of the images. For example, applying a
threshold of 0.376 to Figure 2b produces Figure 2d, which is a binary image where pixels with values below the
threshold are colored black. The offset timelines in the center show the temporal locations of the images in Figures 2c
and 2d. In step 4, these two thresholded images (Figures 2c and 2d) combine with sixteen others that overlap the
05/14/07–05/30/07 time series epoch to produce (e) the time series frame (see Figure 3). Only pixels that are dec-
orrelated in all eighteen images appear as gray or red in the time series frame. In step 5, by selecting only dec-
orrelated areas of the time series frame that fall within the flow field and filtering out any regions that are
within the scale of the noise (less than 0.008 km2 in area) or represent sieve-like partially vegetated regions (area
to perimeter ratios of less than 1.4, determined by trial and error), we isolate the final flow map for the 5/14/07–5/
30/07 epoch, shown in red in Figure 2e.
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coherence of vegetated areas [Zebker et al., 1997].
For this reason, the decorrelation signal of the active
lava flows is more easily recognized (Figure 6b). The
longer wavelength, and therefore lower sensitivity,
also yield a quicker return of the flow to correlation.

4.1.2. New Views From SAR-Based Mapping

[29] The SCM technique contributes new insight
into flow emplacement processes in that it goes
beyond mapping the surface flow margins that have
been meticulously documented by the USGS. This
is because decorrelated pixels not only indicate new
surface flows, but also lava tubes, ocean entries,
and eruptive vents, which are areas of strong
deformation and numerous small breakouts. An
example of internal detail within the margin of a
flow being captured by SCM is demonstrated by a
comparison of a SAR-based flow map to USGS
tube and flow margin maps from May to June 2007
(Figure 7). The SAR-based flow map shows
extensive activity near the ocean entry over its 19-
day duration. The origin of this decorrelation can be
determined by examining a short-wavelength
infrared (SWIR) image from the ALI instrument on
the EO-1 satellite that captures thermal activity on
the flow field at an instant in time. Here hot spots
in the SWIR image (yellow dots in Figure 7) lie
directly on top of the edges of the SAR-mapped

flows near the coast, in addition to areas on the
tube. This correspondence confirms that much of
the extensive area of decorrelation near the ocean
entry is caused by numerous breakouts.

[30] Lava tubes, which can be difficult to map in the
field without the aid of thermal imaging, can also
be observed in some of the coherence images. Once
a tube is established below a roof of inactive flows,
it becomes sufficiently correlated to be omitted
from the final flow maps. However, active lava
tubes can often be identified as a moderately dec-
orrelated path through the flow field in the original
coherence images (Figure 8). The reduced coher-
ence of the tube is likely a product of deformation
and disturbances of the surface over the tube, which
may occur during inflation of filled tubes or by
changes in flux through open tubes [e.g., Kauahikaua
et al., 1998, 2003; Orr, 2011].

[31] Finally, coherence maps highlight breakouts
and active regions contained within an active flow
field, which are details that are not generally
included in USGS maps. For example, the SAR-
and field-based maps of the March to October 2010
flow (Figures 5b and 5d) are similar in outline but
quite different in internal flow structure. To evaluate
the source of this difference, we compare a single
(3-day) coherence flow map with an (instantaneous)
oblique FLIR image from early May 2010 (Figure 9)

Figure 6. (a) The SCM map of the July 2007 flow extent as of October 17, 2007 (pink) is overlain on a pre-eruptive
satellite image, and compared to the flow extent mapped on October 16 (yellow outline). The SCM technique cannot
detect the flow where it enters vegetation, except where it has become inactive and correlated (older kīpuka in the
center and white arrows). Even once the entire July 2007 flow becomes correlated, SCM fails to capture the full
extent (compare to Figure 11 SCM map extent). (b) ALOS coherence image of the July 2007 flow field from July 16
to October 16, 2007. The longer wavelength (L-band; 23.6 cm) of the ALOS satellite yields higher coherence of the
vegetation, allowing the discernment of the full extent of the July 2007 flow into the vegetated regions. Incorporation
of ALOS data into this technique has the potential to solve the problem of mapping flows into vegetation.
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to flows with durations of days or months, rather
than hours. The final length of the TEB flow as
of July 7, 2008 is 12 km, with an average width of
550 m, and a total area, including the July 2007 flow
extent, of 16 km2. This total area is less than the
21 km2 mapped in the field (T. Orr, personal com-
munication, 2012) because the SCM technique
missed regions where the flows went into vegetation.

[34] SCM lava flow maps also provide important
information on other aspects of lava flow emplace-
ment. Particularly intriguing is the wide variation in
the time over which different parts of a flow remain
decorrelated after initial emplacement. This varia-
tion is particularly apparent in the northeastern
flows that were emplaced in 2007 [Patrick et al.,
2011], where decorrelation durations range from
13 to 903 days. When examined in map view, it
is clear that the center of the flow remained dec-
orrelated much longer than the edges (Figure 11).

[35] To test the extent to which this decorrelation
pattern reflects variations in flow thickness, we
overlay our flow thickness data onto the SAR
decorrelation map (Figure 11). The thickness data
were acquired in mid-October 2007 by kinematic
GPS using Leica SR520 receivers carried on
numerous traverses while sampling at 1 Hz fre-
quency. Base station data came from nearby con-
tinuous GPS stations. The kinematic data (x, y, z)
are accurate to within a few centimeters. Each tra-
verse started and ended a few meters off the new
lava flows so that altitudes could be correlated with
SAR digital elevation data acquired in 2005.

[36] Flow thickness correlates reasonably well
with decorrelation time (Figures 11 and 12), with
the thickest area of the flow showing an average
decorrelation duration of 375 days, compared to

Figure 9. (a) Oblique view of the SCM flow map (looking toward the northwest) from May 4 to May 7, 2010 draped
over topography and a satellite image. (b) FLIR image collected on May 7, 2010 from a helicopter looking upslope
to the northwest (M. Patrick, personal communication, 2012). The colors show approximate surface temperature,
with the hottest colors representing new breakouts of lava. Locations 1, 2, and 3 mark common features in the images.
Decorrelated pixels (red) correspond to new and recent breakouts, while cooler, existing parts of the flow appear
correlated. The different coastlines of the SCM map and 2010 imagery show the growth of the island into the ocean,
because the SCM map is limited to the extent of the 2000 coastline.

Figure 10. The extent of the Thanksgiving Eve Break-
out flow, which began November 21, 2007, is displayed
with time. From this map we can calculate the advance
rate of the flow, shown in the inset plot of the length
of the flow with time. Our data mostly compare well
with field-based advance data plotted as a black line
(M. Patrick, personal communication, 2012), with the
exception of the distal extent of the western branch,
plotted in green. The end of this flow is lost with SCM
due to its passage through vegetation and narrow mor-
phology. The flow accelerates as it advances over the
pali.
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Figure 2. Flowchart of the SCM method. Image processing proceeds in the following order: (a) In step 1, a coher-
ence image is produced from a pair of SAR scenes and displays the degree to which the scattering properties of the
ground surface in each pixel have changed between May 14 and June 18, 2007. Areas that are unchanged have high
coherence, with values near one, while regions with altered surfaces have low coherence, with values near zero. Cor-
related features including the 1983–2007 flow field, labeled “recent flows,” and the Mauna Ulu flow field, can be iden-
tified in the image. Visibly decorrelated areas include vegetation beyond the edge of the flow fields, along with regions
within the flow field that represent new activity. The ocean appears completely black in Figure 2a because it is masked
by the extent of the DEM used to create the coherence image and represents a region of no data. (b) In step 2, vegetated
areas within Figure 2a are removed with a vegetation mask to create an image where the remaining decorrelated pixels
are potential lava flows. All pixels in the vegetation mask, as well as the ocean, have been made white. The vegetation
mask for Figure 2a is built by creating an initial vegetation map, and then removing any pixels that are vegetated ini-
tially, but become correlated by the end date of the image (06/18/2007). (c and d) In step 3, multiple coherence images,
each with its vegetation masked, are thresholded to select the most decorrelated pixels. The threshold applied to each
image is a function of the perpendicular baseline, duration, and time of year of the images. For example, applying a
threshold of 0.376 to Figure 2b produces Figure 2d, which is a binary image where pixels with values below the
threshold are colored black. The offset timelines in the center show the temporal locations of the images in Figures 2c
and 2d. In step 4, these two thresholded images (Figures 2c and 2d) combine with sixteen others that overlap the
05/14/07–05/30/07 time series epoch to produce (e) the time series frame (see Figure 3). Only pixels that are dec-
orrelated in all eighteen images appear as gray or red in the time series frame. In step 5, by selecting only dec-
orrelated areas of the time series frame that fall within the flow field and filtering out any regions that are
within the scale of the noise (less than 0.008 km2 in area) or represent sieve-like partially vegetated regions (area
to perimeter ratios of less than 1.4, determined by trial and error), we isolate the final flow map for the 5/14/07–5/
30/07 epoch, shown in red in Figure 2e.
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January, clearly visible in time-lapse camera images just 2–3 h prior to
the eruption (Fig. 4e–f). The first visible image taken after the initial
explosion on 6 January (Fig. 4g) shows (now snow free) the presence
of a steep-walled crater located on the western part of the dome. In
fact, the location of this crater (crater-1 in Fig. 4g) resembles the
location of the previous fumaroles, as the crater rim almost exactly
follows the ring-shaped gas emission outline identified before the
explosion.

Due to limited visibility, the next clear images were not available
until 10 January 2013 (Fig. 5a), followed by an explosion carving a pro-
nounced crater locatedmore to the east on the flat summit region of the
dome (Fig. 5b–c). This crater-2was not preceded by visible fumarole ac-
tivity but was followed by fumarolic emission mainly on its eastern rim
(left side in Fig. 5d). The outline of crater-2 partly follows the outline of
crater-1 but alsowidens the eastern extent, while thewestern crater re-
gionwas covered by tephra. At the location of the strongest fumarole ac-
tivity on 13 January (Fig. 5d), another explosion occurred afterwards on
the same day, leaving a small crater (crater-3)within the eastern sector.
The following images generally show intensifying fumarole activity, but
distinct new crater formations cannot be identified in the camera im-
ages throughout the rest of January 2013. However, we identify the
presence of a noticeable block in the 29 January image that was not ob-
served before. The dimensions are estimated to be 9× 21m, and assum-
ing a rotational ellipsoidal shape, this block had a volume of over
7000m2. Close inspection of the high resolution camera images reveals
that the block has a flat surface, rounded edges and shows few open
fractures. Assuming thiswas deposited as a bomb itwas transported ap-
proximately 80–100 m away from the main crater centre. Assuming a
100 m flight distance and a 50 m flight height, we project the bomb
was ejected at 63° at a velocity of over 35 m/s. No further evidence of
an explosion was observed, in agreement with the seismic records
(Fig. 2).

The next clear time-lapse images showing changes were recorded
on 14 February 2013, where the first tip of the dome becomes visible.
We note that the TSX data indicated the first appearance of a first
dome building phase on 17 January, but the main dome building
phase occurred on 19 February. The camera data here add details on
the horizontal and vertical growth above the crater rim. The new
dome grew vertically on 21 and 26 February (Fig. 6b–c). After 21 Febru-
ary, the dome appeared to mainly grow laterally to the west and east
(Fig. 6c, d, e). On 3 March, the dome started overflowing the western
crater rim and commenced the formation of a lava flow (Fig. 6f). From
that moment, we observe repeated oversteepening and lateral flow di-
rected westward.

3.3. Image correlation

Tracking distinct features in the image dataset means that quantita-
tive information on this dome growth episode can be generated, as seen
in the time-lapse camera images (Fig. 7). The DIC method allows the
tracking of features in the image domain that donot change their optical
properties but move by geometric rotation and translation (Walter,
2011). Applied to the dome, we observe first upwardly directed growth
(Fig. 7a), which is slightly directedwestward at its summit on 18 Febru-
ary 2013. This growth is followed by small local subsidence, such as on
23 February, after which the growth resumes again and is clearly iden-
tified on 24 February (Fig. 7c) directed radially away from the centre of
extrusion. A few days later, we again see minor subsidence of the dome
and lateral spreading of both the eastern and western flanks. After a
short growth pulse to the east, the dome commences to mainly grow
westwards, associated with the overflow over the western crater rim
(Fig. 7f). The vertical growth of the dome is minor, if detected at all at
this stage.

Fig. 3. Spotmode TerraSAR-X amplitude image views of the summit region of Volcán deColima, from January –April 2013. Radar coordinates, ascending track (azimuth is in y axis, range in
x axis; flipped, meaning approx.W is left, E is right, N is up, S is down). Acquisition dates are given for each image. The combination of three images allows derivation of a composite map,
and the respective red, green and blue channels are indicated as R-G-B. See the text for details.
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LiDAR-derived topography LAVA FLOWS IN 3D 487

e.g., due to humidity or presence of volcanic gases. This 
was the case for the Mauna Loa 1984 flow where there 
were persistent clouds due to the orographic effect at 
lower elevations. We corrected for atmospheric transmis-
sion effects by shifting normalized intensities on parallel 
flight lines so that features covered by both flight lines 
had consistent intensity values [Favalli et al., 2009a].

22.2.1.2. Photogrammetry
To visualize topography prior to flow emplacement, 

we  used aerial photographs taken in 1977 by the U.S. 
Geological Survey (USGS) to construct a DEM of the 
preeruptive surface of the Mauna Loa 1984 flow 
(Figure 22.3). The aerial photographs were high‐resolution 
(14 μm scan, ~1 m ground resolution) scanned photo-
graphs acquired from the USGS; the accompanying 

camera calibration report allowed us to constrain the 
internal orientation of the camera. A set of seven images 
provided stereo‐pair coverage across the whole flow path 
(Figure 22.3a).

Both the DEM and accompanying orthophotos were 
generated using Leica Photogrammetry Suite (LPS) 
 software. We identified 50 suitable ground control points 
(GCPs) on unfiltered shaded‐relief lidar maps and used 
the 1984 flow outline mapped from newly collected lidar 
elevation and intensity data to ensure that the GCPs 
were  outside the area covered by the 1984 flow. GCPs 
were  typically distinctive small‐scale patterns of vegetation 
(shrubs) or structural features in the older (pre‐1984) 
lava  flows. The lidar DEM was used for GCP elevation 
control. We then identified the corresponding points in the 
aerial photographs using the LPS graphical interface. 
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Figure 22.3 Local view of the assembly of the preeruptive DEM and thickness map for the Mauna Loa 1984 flow. 
(a) Orthorectified aerial photograph from a USGS survey in 1977 with an outline of the 1984 lava flow. 
(b) Hillshade of the 10 m resolution photogrammetric DEM with the 1984 lava flow outline. (c) Hillshade of the 
1 m resolution lidar DEM with the 1984 lava flow extent shown in blue. (d) Thickness map produced by DEM 
differencing (c) minus (b) within the extent of the lava flow.
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Quantifying topographic roughness

data (Fig. 6). Note that interpolation artifacts, including the
pinkish diagonal hashed pattern in the north end of the channel,
persist throughout the analysis but represent < 5% of the total
study area. The blue-green (entropy andmean-roughness)MoA
channel is bound by much redder (homogeneity) MsP in the
center of the 1:150 scale map where there are some smoother,
less broken up surfaces of the MsP unit. Sections of the MsP
unit toward the western margin of the channel have a higher
concentration of green, where the crust is slabby. This rough-
ness pattern resembles areas of the basal unit (MAa) that shows
a denser concentration of green-blue (mean-roughness and en-
tropy), but intermixed with fewer patches of red. The MAa unit

in the northeast is noticeably greener (mean-roughness) than the
adjacent MsP. At this scale, the lava channel (MoA) is the most
obviously different unit and stands in stark contrast to the
pāhoehoe units around it. In the next section, we explore the
statistical significance of these differences.

Statistical separability

The qualitative relationships in both the 1:1000 and 1:150
scale data are instructive but lack statistical rigor. For a quan-
titative treatment of unit characteristics and to determine if
these lava types have statistically different roughness patterns,

Table 2 Statistics used here to
define patterns in lava surface
roughness

Statistic Equation Explanation Source Equation

Meana
μ ¼ ∑r

W2

The average of roughness values
within the base window

– (3)

Homogeneityb
HOM ¼ ∑ Cij

1þ i−jj j

Increases with local similarity in
i and j

After Zhang (1999) (4)

Entropy ENT = ∑CijlogCij Increases with Cijrandomness Clausi (2002) (5)

aWhere r is a roughness value within the base window and W2 is the number of pixels
bWhere Cijis the co-occurrence probability (Table 1)

Fig. 6 ALS roughness patterns.
Roughness patterns are draped
over ALS-derived shaded relief to
highlight the relationship between
the lava units and the roughness
patterns. This map shows the
study area colorized by
homogeneity (red) mean-
roughness (green) and entropy
(blue) and regions that have
highly homogeneous roughness
distributions are red while areas
with random roughness are blue.
Many of the transitions from blue
to red correlate with unit
boundaries indicating that unique
lava types have unique roughness
patterns. Square cyan regions are
patches of vegetation that have
anomalously high mean-
roughness and entropy compared
to the lava. The area covered by
the TLS survey (Fig. 7) is
indicated by the white polygon in
the northern half of the map
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we use the analysis of variance (ANOVA) (Fisher 1921).
ANOVA is a technique that evaluates separability while con-
sidering the reduced degrees of freedom present when more
than two data sets are tested simultaneously (e.g., Snedecor
and Cochran 1967; Sheskin 1997; Glaze and Baloga 2007). It
is employed here to assess the separability of all lava types
units concurrently. Essentially, ANOVA determines the mean
of test samples (values from each lava unit within one statis-
tical layer) and then calculates confidence limits about each
mean (Fisher 1925; Whelley et al. 2014). Within in a specific
layer, if unit A has a mean value that is different from unit B’s
mean by an amount greater than their combined confidence
intervals, A and B are separable. For this work we used
Statistics Open For All (SOFA) version 1.4.6, an open-
source statistical analysis package (http://www.sofastatistics.
com/). Results of the ANOVA test for both 1:1000 and 1:150
scale data are summarized in Fig. 8.

In the ALS data (1:1000 scale), the end-members for each
measurement are MPh and MoA. The roughness in pāhoehoe
lava (MPh) is more homogenous, lower in mean-roughness,
and less random than MoAwhile MsP and MtP have interme-
diate values. MAa has a slightly higher homogeneity and low-
er mean and entropy than MoA. There is a distinct break
between MsP and MtP for each measurement with MsP plot-
ting closer to MPh and MtP closer to MAa. ANOVA (Fig. 8)
indicates that these differences are statistically significant,
with 95% confidence.

At the centimeter scale (1:150), the trend in the TLS data is
similar such that the a ā unit (MoA) is one end-member;

however, MsP and MtP are not intermediate in all statistics.
MtP, not MPh, is the other end-member for each measure-
ment, withMPh andMsP alternating as the intermediate units.
The roughness inMsP has indistinguishable homogeneity and
entropy from MPh and scarcely significantly (at 95% confi-
dence) less mean-roughness than MPh. This suggests that the
features that make slabby lava unique are meter scale features
and not centimeter-scale features. MtP is distinguishable from
the other units in each pattern; however, its roughness has the
highest homogeneity with the lowest mean-roughness and en-
tropy. This is counterintuitive as MtP is a lava type that is
transitional between pāhoehoe and a ā and would be expected
to be intermediate in 1:150 scale data as it is in 1:1000.
However, Fig. 7 shows that the MtP unit only occupies a
few square meters at the southern boundary of the study area
while the other units occupy 10 or more times as much area.
This introduces a bias in analysis of MtP where small varia-
tions have a larger influence on the mean values of homoge-
neity, mean-roughness, and entropy for MtP than for the other
units. More data are necessary to understand MtP at the
centimeter-scale in the 1:150 TLS data.

Discussion

We calculated the roughness patterns (homogeneity, mean-
roughness, and entropy) of five lava types at two different
scales and found that the end-members, pāhoehoe (e.g.,
MPh) and a ā (e.g., MAa and MoA), are separable at both

Fig. 7 TLS roughness patterns
draped over 1:150 scale shaded
relief. This map shows the study
area colorized by homogeneity
(red) mean-roughness (green) and
entropy (blue). Regions that have
highly homogeneous roughness
distributions are red while areas
with random roughness are blue.
Again, many of the transitions
from blue to red are located on
unit boundaries, consistent with
the ALS roughness patterns
(Fig. 6) indicating that unique
lava types have unique roughness
patterns
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data (Fig. 6). Note that interpolation artifacts, including the
pinkish diagonal hashed pattern in the north end of the channel,
persist throughout the analysis but represent < 5% of the total
study area. The blue-green (entropy andmean-roughness)MoA
channel is bound by much redder (homogeneity) MsP in the
center of the 1:150 scale map where there are some smoother,
less broken up surfaces of the MsP unit. Sections of the MsP
unit toward the western margin of the channel have a higher
concentration of green, where the crust is slabby. This rough-
ness pattern resembles areas of the basal unit (MAa) that shows
a denser concentration of green-blue (mean-roughness and en-
tropy), but intermixed with fewer patches of red. The MAa unit

in the northeast is noticeably greener (mean-roughness) than the
adjacent MsP. At this scale, the lava channel (MoA) is the most
obviously different unit and stands in stark contrast to the
pāhoehoe units around it. In the next section, we explore the
statistical significance of these differences.

Statistical separability

The qualitative relationships in both the 1:1000 and 1:150
scale data are instructive but lack statistical rigor. For a quan-
titative treatment of unit characteristics and to determine if
these lava types have statistically different roughness patterns,

Table 2 Statistics used here to
define patterns in lava surface
roughness

Statistic Equation Explanation Source Equation

Meana
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The average of roughness values
within the base window

– (3)

Homogeneityb
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1þ i−jj j

Increases with local similarity in
i and j

After Zhang (1999) (4)

Entropy ENT = ∑CijlogCij Increases with Cijrandomness Clausi (2002) (5)

aWhere r is a roughness value within the base window and W2 is the number of pixels
bWhere Cijis the co-occurrence probability (Table 1)

Fig. 6 ALS roughness patterns.
Roughness patterns are draped
over ALS-derived shaded relief to
highlight the relationship between
the lava units and the roughness
patterns. This map shows the
study area colorized by
homogeneity (red) mean-
roughness (green) and entropy
(blue) and regions that have
highly homogeneous roughness
distributions are red while areas
with random roughness are blue.
Many of the transitions from blue
to red correlate with unit
boundaries indicating that unique
lava types have unique roughness
patterns. Square cyan regions are
patches of vegetation that have
anomalously high mean-
roughness and entropy compared
to the lava. The area covered by
the TLS survey (Fig. 7) is
indicated by the white polygon in
the northern half of the map
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focus on the flow that originated from a vent at an elevation of
2100 m (Favalli et al. 2005). This flow was emplaced continu-
ously between July 18 and August 9, 2001, with an average
effusion rate of ~ 11.5 m3 /s, average thickness of 11 m, and
maximum length of 6.4 km (Fig. 1a) (Coltelli et al. 2007).
The 2001 Etna eruption involved several compound flow fields
including the Lower Fissure System 1 flow, which was domi-
nated by a large axial lava channel and several spillovers
(Favalli et al. 2005). The background slope near this flow is
9.7° (Fig. 1). The pre- and post-flow DEMs from this flow have
been proposed as a community benchmark for lava flowmodels
(Cordonnier et al. 2014), and has been used as such by several
authors (e.g., Favalli et al. 2005; Cordonnier et al. 2016; de'

Michiele Vitturi and Tarquini 2018). The pre-flow DEM data
was collected in 1999, while the post-flow data was collected in
2001. Both 10 m resolution DEMs were constructed from vec-
tor contour maps produced photogrammetrically from aerial
surveys (Coltelli et al. 2007). The outline of the lava flow was
supplied by the Istituto Nazionale di Geofisica e Vulcanologia
(Tarquini and Favalli 2011).

The 1984 Mauna Loa flow on the Big Island of Hawai‘i
occurred between March 25 and April 14, 1984, with four
different branches active throughout that period (Lipman and
Banks 1987). The mean effusion rate was ~ 275 m3 /s and the
final flow length was ~ 27 km (Fig. 1b) (Lipman and Banks
1987; Crisp et al. 1994). Flow thickness was on average 1–

f.

= 3.41

=  0.29

 mean for all bins = 2.67 

2 km N

2 km N

c

e

f

b

=  3.06

=  3.45

da

1 km N

Fig. 1 Shaded relief map of aMt.
Etna with the 2001 lava flow
outlined in black, b the flank of
Mauna Loa with the 1984 lava
flow outlined in black, and c the
flank of Ki̅lauea, HI with the 2011
lava flow of interest outlined in
black. For Ki̅lauea, we created the
shaded relief from DEM data
smoothed with a 100 m low-pass
filter. The dashed box shows the
region for which the background
slope, spectral slope (β), and
variance was calculated for data
in panels d–f. Spectral results for
d Mt. Etna, e Mauna Loa, and f
Ki̅lauea. Data are shown in gray.
Due to the large number of data
points, we randomly select a
subset and show 10% for Mt.
Etna and Ki̅lauea and 1% for
Mauna Loa. The slope of the line
is fit to the binned data using an
iteratively reweighted least
squares regression
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r is RMS of elevation offset from fitted plane at a point



Measuring roughness and classifying morphology
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flows appeared when C)6.5. Recall that these ex-
periments were performed on a smooth, flat surface,
and that their exploratory simulations performed on a
rough base indicated that transitional C values in-
crease slightly as underlying roughness increases
Ž .Fink and Griffiths, 1992 .

3. Laboratory procedure

To examine the effect of underlying slope on flow
morphology, we conducted experiments in three sim-

Ž .ilar tanks designated as A, B, and C , designed to
accommodate different underlying slopes. The tanks
are all 30 cm wide, with lengths ranging from 50 to

Ž .100 cm. The floor of tank A 100 cm long could be
tilted from 08 to 308 in 108 increments, and tank B
Ž .50 cm long from 408 to 608 in 108 increments.

Ž .Tank C 75 cm long could be tilted from 18 to 58 in
18 increments, from 08 to 208 in 108 increments and

Ž .at 7.5, 15 and 258. A single vent, 1.25 cm tank A
Ž .or 1.5 cm tanks B and C in diameter, is located

Žnear the short end of each tank see Fig. 1 in Gregg
.and Fink, 1995 . The floors of all tanks are rough-

ened by identical square wire meshes, with wires
spaced 4.3 mm apart. Tank A could be fitted with a
false floor, allowing the tank floor to be horizontal at
a distance of )50 cm from the vent regardless of
the slope at the vent; only a few exploratory simula-
tions were performed with this false floor. These
three tanks are sufficiently similar in their design and
dimensions that there is no need for scaling among
the experiments they contained.
PEG is extruded at a constant rate beneath cold

sucrose solution onto the sloping tank floor. Sucrose
solution is used instead of water to decrease the

Ž . Ž . Ž . Ž .Fig. 1. Top views of typical morphologies obtained in the laboratory: a pillowed flows; b rifted flows; c folded flows; and d leveed
flows. In each image, the vent is to the left and the lines on the tank floor are ;2 cm apart. Solid wax is light gray and liquid was is dark

Ž . Ž . Ž .gray. Position of false floor is indicated arrow in a and c ; downstream of arrow, PEG traverses a horizontal surface.

( )T.K.P. Gregg, J.H. FinkrJournal of Volcanology and Geothermal Research 96 2000 145–159150

ŽFig. 2. Average transitional C values determined graphically
.from experimental results for experimental flows emplaced on

underlying slopes varying from 18 through 608. Each data point
represents approximately 30 simulations. Because of similar re-
sults for experiments performed on slopes -108, these results are
included in a single data point. Experiments performed on slopes
F308 can be fit with exponential curves with R2 values of 0.767
Ž . Ž .pillowedrrifted transition ; 0.795 riftedrfolded transition ; and

Ž .0.865 foldedrleveed transition . Simulations with underlying
slopes G408 can be fit with logarithmic curves, with R2 values

Ž . Ž .of 1 pillowedrrifted ; 0.951 riftedrfolded ; and 0.926
Ž .foldedrleveed . Individual error bars are not shown because they
would render the graph difficult to read; a representative error bar
is given.

with the thickness profile predicted by the Jeffrey’s
equation for a Newtonian fluid on an open slope
Ž .Nichols, 1939 :

1r23un
Hs 4Ž .

gsinb

in which H is flow thickness, u is flow velocity, and
b is the underlying slope. At the low values of C
associated with the pillow regime, a thick crust
quickly forms on the PEG, creating non-Newtonian
rheologic behavior. In contrast, flow width decreases
with increasing slope, which is typical behavior for a

Ž .Newtonian fluid Fig. 4 . This phenomenon was
easily observed in those simulations conducted in the
tank with the horizontal false floor, in which pil-
lowed flows advance down a slope of 10, 20 or 308
before reaching the horizontal floor. Once the pil-
lowed flow begins advancing on the flat surface, the
entire flow widens and thickens, while the length-

to-width ratio of the individual pillows making up
the flow decreases.
In ‘‘rifted’’ flows, fractures typically form trans-

verse to the downstream direction, often spanning
the entire flow width. Secondary fractures oriented

Žperpendicular to the rifts and sub-parallel to the
.flow direction , similar in appearance to mid-ocean

ridge transform faults, are commonly observed at
slopes F208. Separation of solid crustal plates along
rifts may result in formation of striations — narrow
strings of solidified wax, elongated parallel to the
flow direction. Most rifted flows advance episodi-
cally. Typically, crust formation at the distal end of
the flow inhibits forward motion, causing the solidi-
fication front to migrate upstream, eventually sealing
the active rift. When sufficient pressure builds up, a
new rift appears at the flow front. This process of
alternating freezing and advancing results in a cus-
pate flow platform, narrowest where the front had
momentarily stalled. On slopes G408, most flows
have only one major rifting event relatively near the
vent and subsequently generate a single broad, but

Ž .thin, lobe Gregg and Fink, 1997 . Margins of rifted
flows on slopes of 308 or more tend to be fringed
with pillows. As in the case of pillowed flows, the
widths of rifted flows decrease with increasing slope
Ž .Fig. 4 , so that when a rifted flow reaches the
horizontal false floor, the entire flow widens. For
those rifted flows that have C values approaching
those associated with the ‘‘pillowed’’ regime, the
slope break may cause a corresponding morphologic
change: a rifted flow on a 308 slope, for example,

Fig. 3. Profiles of pillow mounds created in the laboratory on
Ž . Ž . Ž .underlying slopes of a 108, b 308 and c 608; numbers refer to

the individual simulation. All profiles, measured from grabbed
video frames, represent the same erupted volume. Contrary to the
predicted behaviors of Newtonian and Bingham fluids, pillow
mound thickness increases with increasing slope. This may be due
to the precise mechanisms of pillow mound construction. See text
for details.
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the lowest effusion rates and highest cooling rates
Žobtained by a large temperature contrast between

.the sucrose solution and the erupting wax produced
radially symmetric flows, which crusted over rapidly
and advanced by forming small toes or ‘‘pillows’’.
As effusion rates increased and cooling rates de-
creased, pillowed flows gave way to ‘‘rifted’’ flows,
characterized by radial zones of liquid wax separated
by plates of solid crust. Rifted flows in turn yielded
to flows whose surface crusts buckled, or ‘‘folded’’,
transverse to the flow direction. The highest effusion
rates and lowest cooling rates produced ‘‘leveed’’
flows, which solidified only at their margins. Per-
forming the experiments on a 68 slope produced no
quantitative effect on the morphologic transitions,
although most flows lost their radial symmetry. Ex-

Žtruding PEG onto a rough base created by placing a
.wire mesh on the tank floor caused the morphologic

transitions to occur at higher effusion rates and lower
cooling rates than were observed for smooth-floored

Ž .experiments Fink and Griffiths, 1992 , because
higher effusion rates were required for PEG to over-
come the basal friction generated by the rough base.
In this study, we extend the work of Fink and

Ž .Griffiths 1992 to specifically study the effect of
pre-flow slope; all present experiments used a rough
base.

Ž .Griffiths and Fink 1992a used these results to
interpret the morphology of submarine lavas. They
proposed that laboratory pillowed flows are analo-
gous to submarine pillowed flows; that rifted flows
correspond to submarine lobate flows; that folded
flows are similar to submarine ropy flows; and that
leveed flows are equivalent to submarine jumbled

Ž .sheet flows. Gregg and Fink 1995 used more de-
tailed observations of mid-ocean ridge lavas to refine

Ž .this classification. Griffiths and Fink 1992b demon-
strated how different planetary environments would
affect the transition from one morphologic type to
the next for flows of a specific composition. Gregg

Ž .and Fink 1996 used photogeologic analysis of im-
ages from Mars, the Moon and Venus in conjunction
with wax simulations to better constrain the compo-
sition of extraterrestrial flows.
PEG flow morphology is controlled primarily by

the rate of growth of a solid crust at the flow surface.
Crust growth rate depends on how rapidly heat is
advected within the flow and on how effectively heat

is removed from the flow surface. Fink and Griffiths
Ž .1990 determined that a single dimensionless pa-
rameter, C , can be used to quantitatively categorize
morphologies observed in their simulations. C is a
ratio of the time scale required for the surface of the
flow to solidify, t , to the time scale required fors
heat to be advected within the flow, t :a

ts
Cs 1Ž .

ta
The time scale for solidification is proportional to
the heat flux from the flow surface. Within the
laboratory, heat loss from the flow surface is primar-

Žily convective, and is given by Fink and Griffiths,
.1990 :

1r32ga ka a 4r3F s r c g T y T 2Ž . Ž .c a a c až /na

in which r is density, c is heat capacity, g is
gravitational acceleration, a is thermal expansion, k
is thermal diffusivity, n is kinematic viscosity, T is
temperature in Kelvin, and g is a constant equal to

Ž .;0.1 Turner, 1973 . The subscripts ‘‘a’’ and ‘‘c’’
refer to ‘‘ambient’’ and ‘‘crust’’, respectively. The
time scale for heat advection is given by:

3r4nc y 1r4t s Q 3Ž .Xa ž /g

for a point-source eruption, in which gX is the
Ž X w x .reduced gravity g s g ry r rr , Q is the volu-a

metric effusion rate and q is the volumetric effusion
Žrate per length of a linear source Griffiths and Fink,

.1992a,b .
The time scale for solidification, t , must bes

solved numerically, and the method outlined in Fink
Ž .and Griffiths 1990 is used. Fundamentally, t iss

Žstrongly controlled by the convective heat loss Eq.
.2 .

Ž .Fink and Griffiths 1990, 1992 further showed
that C values can be used to discriminate flow
morphologies produced in their simulations and in
natural lavas. Their calculations contained a slight
error for the value of water viscosity, and the cor-
rected C values are listed here. Conditions which
generated pillowed flows corresponded to C-0.65;
rifted flows occurred when 0.65-C-2.8; folded
flows were observed for 2.8-C-6.5, and leveed

Solidification timescale
Advection timescale
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Fig. 13. (a) National Aerial Photography Program black-and-white image (ID: O4311336.NES.836351) of North Crater and Big Craters flows at Craters of the Moon National 
Monument and Preserve. Representative areas of rubbly (r), billowy (b), and blocky (bl) lava types are outlined. (b) AIRSAR L-Band image of the same region. Colorized 
circular polarization ratio is overlaid on a total radar backscatter (S1) image. (c) LRO NAC mosaic of the impact melt flow at Korolev X, overlain on the global WAC mosaic. 
An area of impact melt (m) is outlined. (d) Mini-RF S-Band image of the same region. Colorized circular polarization ratio is overlaid on a total radar backscatter (S1) image. 
North is up in all images. 

Fig. 14. (a) UAVSAR L-Band total radar backscatter (S1) image of the lava flow produced during the 2014–2015 Holuhruan eruption in Iceland. The center coordinates are 
64.9  °N, 16.6 °W, and north is up. (b) Colorized circular polarization ratio (CPR) overlaid on the total radar backscatter image. The locations of the four transects are marked 
(see Table 1 ). An area of rubbly lava is outlined in red, and the average circular polarization ratio is reported in Table 2. 
Please cite this article as: C.D. Neish et al., Terrestrial analogues for lunar impact melt flows, Icarus (2016), 
http://dx.doi.org/10.1016/j.icarus.2016.08.008 
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(fractal dimension)) are calculated over a defined sam-
pling length (aka cut-off or evaluation length). 

Results and Discussion: We find that RMS height as 
a measure of surface roughness is correlated with block 
sizes proportional to the radar wavelength, and that the 
roughness profile is very sensitive to the defined sample 
length. Figure 1a compares the RMS height (Rq) calcu-
lated at a sample length of 30 cm for the 33 grid loca-
tions (labeled in Fig. 1a) for C-band (blue dots) and L- 
band (orange dots). Overall, C-band CPR does not indi-
cate the presence of dihedral reflectors (i.e. “double-
bounce” reflections where the polarity sense of the signal 
sent is the same as the signal returned). The surface 
roughness therefore appears “smooth” to the radar signal 
at C-Band, despite incredibly rough surfaces observed in 
the field. The “smoothness” of the C-band CPR suggests 
that short (5.6 cm) wavelength specularly reflects off the 
large blocks, giving little information about the block 
sizes in the observed area. The C-band behavior is ex-
pected for flat pahoehoe flows, but the lack of sensitivity 
to rough, slabby, or blocky flows is surprising (as ob-
served by [1]).  

Conversely, L-band CPR at the same locations often 
displays dihedral scattering, particularly in areas of 
blocky or slabby flows. In these regions, the L-band CPR 
data is providing useful information about the morphom-
etry of ground features (block- and fracture-sizes on the 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

order of 24 cm), which is supported by ground-truth 
measurements of these features. Interestingly, there are 
occasional outliers of high L-Band CPR with low RMS 
height roughness in the pahoehoe flows (e.g. LF1, red 
oval Fig 1a). LF1 is characterized by an impressive lava 
cascade (Fig 1d) containing numerous pressure ridges 
and flow lobes that are ~25 cm high that increase the 
dihedral scattering response.  

Surface roughness vs CPR results observed in these 
volcanic terrains are in stark contrast to those measured 
with the same technique and radar wavelengths in the 
Canadian High Arctic [7]. There, the opposite behavior 
between C- and L- band is observed (with L-Band ap-
pearing smooth, despite rough terrain). The difference 
between Arctic periglacial terrain and volcanic terrains 
demonstrate that radar data must be used in context with 
other remote-sensing and ground-truth data, and multiple 
radar wavelengths are necessary to provide unambiguous 
descriptions of planetary surfaces.     
Acknowledgements: RADARSAT-2 Data and Products © MacDonald, 
Dettwiler and Associates, Ltd. (2015) – All Rights Reserved. 
RADARSAT is an official trademark of the Canadian Space Agency. 
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Figure 1: Results of C- and L-band Circular Polarization Ratio vs Surface Roughness study at Craters of the Moon National Monu-
ment. A) Graph of CPR vs RMS height derived from KLS LiDAR data and sourced from 33 sites around the park. C-band (5.6 cm λ) 
in blue, L-Band (24 cm λ) in orange. Red dashed lines denote different scattering properties (low to high: specular, diffuse, and dihe-
dral). Smooth pahoehoe flows are clusters to the left, blocky slabby flows to the right. Note that sites vary considerably in RMS height, 
but in C-band, nearly all scattering is specular. B) Radarsat-2 C-band CPR data over the Green Dragon flows of CRMO. C) AIRSAR 
L-Band data over same region. Note the preponderance of dihedral reflections (red/orange regions) in blocky and slabby areas of the 
flows. D) Example of the KLS mobile LiDAR data from a pahoehoe lava flow (site LF1, red oval Fig 1a). Pressure ridges and flow 
direction are easily discernable and likely contribute to the anomalously high L-Band CPR at this site. DEM resolution is ~1 cm/pixel. 
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Acknowledgements: RADARSAT-2 Data and Products © MacDonald, 
Dettwiler and Associates, Ltd. (2015) – All Rights Reserved. 
RADARSAT is an official trademark of the Canadian Space Agency. 
References: [1] Neish, C. D., et al. (2017). Icarus, 281(C), 73–
89. [2] Kukko, A. (2013) Kirkkonummi, PhD thesis, 247p. [3] 
ESRI ArcGIS Help – How Zonal Statistics Works [4] Shepard, 
M. K. et al., (2001) JGR 106 E12 [5] ISO25178-2:2012 Surface 
texture: Areal [6] ISO4287:1997 Surface texture: Profile [7] 
Zanetti et al., (2017). LPSC Abs #2775. 

Figure 1: Results of C- and L-band Circular Polarization Ratio vs Surface Roughness study at Craters of the Moon National Monu-
ment. A) Graph of CPR vs RMS height derived from KLS LiDAR data and sourced from 33 sites around the park. C-band (5.6 cm λ) 
in blue, L-Band (24 cm λ) in orange. Red dashed lines denote different scattering properties (low to high: specular, diffuse, and dihe-
dral). Smooth pahoehoe flows are clusters to the left, blocky slabby flows to the right. Note that sites vary considerably in RMS height, 
but in C-band, nearly all scattering is specular. B) Radarsat-2 C-band CPR data over the Green Dragon flows of CRMO. C) AIRSAR 
L-Band data over same region. Note the preponderance of dihedral reflections (red/orange regions) in blocky and slabby areas of the 
flows. D) Example of the KLS mobile LiDAR data from a pahoehoe lava flow (site LF1, red oval Fig 1a). Pressure ridges and flow 
direction are easily discernable and likely contribute to the anomalously high L-Band CPR at this site. DEM resolution is ~1 cm/pixel. 
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LiDAR intensity → Flow Age

How lava fl ows

 Geosphere, December 2013 1669
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Figure 3. Comparative maps of part of ~3000-yr-old mafi c lava fl ow fi eld in the upper McKenzie River basin, Oregon. (A) Google Earth 
image showing Clear Lake (dammed by the fl ow) and variable vegetation cover on the fl ows. (B) 10 m digital elevation model (DEM) hill-
shade. (C) Lidar (light detection and ranging)-generated DEM of the same region; note the detail provided of the fl ow surface. (D) Geologic 
map of individual fl ows constructed using the lidar data and associated mapping, sampling, and geochemical analysis.

Figure 4. Lidar (light detection and ranging) intensity 
values superimposed on shaded relief image of a por-
tion of Etna volcano, Italy. Data are normalized to a 
standard aircraft elevation of 1000 m. Image illustrates 
the variation in intensity data with fl ow age and surface 
texture (from Mazzarini et al., 2007, copyright 2007 
American Geophysical Union. Reproduced by permis-
sion of American Geophysical Union.).

Mazzarini et al., 2007

Mount 
Etna
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Thermal cameras
 Heat loss and implications for down-channel cooling and rheology 129

Te = [f Tcrust
4 + (1 – f ) Tcrack

4]1/4 (Crisp and Baloga, 1990). If, follow-
ing the data given in Table 4, we set Tcrust to 930 K, and Tcrack to 
1350 K, we fi nd that a crust coverage ( f ) of 0.97 gives the mean 
surface temperature obtained from all FLIR images (960 K, 
Table 2). Hence, as observed in Figure 2, our integrated surface 
temperature appears consistent with a surface dominated by a 
high-temperature crust, broken by zones where molten higher-
incandescent material is exposed. We thus use the FLIR tem-
peratures to approximate the effective radiation temperature for 

a two-component fl ow surface, which characterizes this length 
of channel.

Downfl ow Surface Temperature Profi les

FLIR-derived surface temperatures vary between ~470 and 
1250 K, with a mean and standard deviation of 953 and 130 K. 
Surface temperatures show a general decline down-channel 
from a typical value of 1060 K, at the source, to ~950 K, 70 m 

SP01
SP02

SP03SP04

SP05
SP06

SP07

SP08

SP09
SP10

SP11
SP12

SP15

SP14
SP13

814 oC

< 216 oC

Pahoehoe overflows
(due to pulses in 
bulk volume flux)

       overflow 
(due to backup 

behind  blockage)

 6a6a

Pahoehoe overflows

Channel constriction:
Site of blockage formation

Site of blockage
formation

L ava exiting
from tube

Figure 1. Forward Looking Infrared 
(FLIR) thermal (top) and photographic 
digital (bottom) images of the proximal 
channel section showing sample loca-
tions used for thermal profi le extractions 
(SP01-SP15) and main morphological 
features. Channel is ~3 m wide, and 
distance SP01–SP15 is 70 m.
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Fig. 4 FLIR images and temperature profiles of active lava flows of the
2013 eruption of Tolbachik volcano, courtesy by S. Chirkov and I.
Dubrovskaya. a Mosaic of aerial images of Toludskoye lava field; 5
June. From lava ponds in the craters of the Naboko scoria cone (two
oval bright spots in the left lower corner of the mosaic), lava is
transported underground through a system of tubes marked by the
skylights (only the largest are indicated), and then is emplaced on the
ground surface as pahoehoe flows (indicated by the several irregular
bright spots in the right part of the mosaic) that propagate over
previously deposited ‘a’a and pahoehoe flows (light purple area in the
right part of the mosaic). A short-lived active ‘a’a flow (long bright
meandering band in the mid-upper part of the mosaic) has just formed
due to rupture of the lava tube system. The large scoria cones visible
around the lava field are prehistoric. b Image of a lava river exiting the
tube outlet and flowing in open channel on March 19 (photo of the same
flow is shown on Fig. 3a). Maximum temperature of lava in the tube
outlet was 1055 °C. c Image of an actively growing pahoehoe lobe
(with rear growth mode) on March 25. d Temperature profile along line

A–A′ of image b. Temperature steadily decreases over the first meters
from the tube outlet (left part of the plot) where an upper viscous layer of
the ‘a’a flow starts to form. Farther down flow (right part of the plot), the
temperature profile has spikes which correspond to hot and fluid lava of
lower layer exposed in ruptures of the upper layer. These ruptures indicate
the initiation of lava autobrecciation. e Temperature profile along the line
B–B′ of image c. The temperature of approximately 500 °C in the right
part of the plot corresponds to the surface of a stagnated parental lobe.
Max surface temperature of 1035 °C corresponds to the spreading struc-
ture where the new skin of the growing lobe forms. With distance from
the spreading structure, temperature steadily decreases while the lobe skin
is getting older (temperature spikes correspond to grooves on the lobe
surface). The left part of the plot, with T = 500 °C corresponds to the
fragment of the old crust separated from the parental lobe attached to
the new skin of the growing lobe. The temperature cutoff at 200 °C
corresponds to snow surface which is bulldozed by the growing lobe.
Scales and distances of the profiles are approximate. Arrows indicate
the flow directions
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Kīlauea LERZ eruption, 21-May-2018 
Taken by DJI210 with Zenmuse XT camera



Kīlauea LERZ eruption, 19-May-2018 
Taken by DJI210 with Zenmuse XT camera



Remember: 

• The humidity and gases along the path between camera 
and flow affect the reading 

• Emissivity of liquid is lower than of solidified lava

Element temperature versus sample temperature was
compared for the bare platinum crucible and the crucible
with the quartz sand sample (Figure 6a). Whereas heating
element temperature remains the same in both cases, the
quartz sample and the bare crucible temperatures differ from
the element temperature by as much as 250!C. Furthermore,
there is a consistently larger difference in temperature
between the chamber with a sample compared to the
chamber with a bare crucible. This indicates that the
difference in temperature between the sample and the
heating elements is dependent on the thermal conductivity
and thermal inertia of the sample. The calculated difference
between sample temperature and heating element tempera-
ture for both the bare crucible and the quartz sample shows
that the bare crucible has a lower overall temperature
difference than the quartz; however, both behave similarly
over the range of set point temperatures (Figure 6b).

4.2. Calibration
[34] The intensities of both the cerium oxide pellets and a

glass sample at temperatures between 1400!C and 500!C are
shown in Figure 7. The overall lower intensity of the cerium
oxide compared to the glass sample, combined with a
downwelling radiance component within the microfurnace
that cannot currently be completely removed, lead to a
muting of the microfurnace spectra. Despite this, the overall
spectral shapes are still preserved, and changes in the spectra
with temperature are resolved. At temperatures greater than
1200!C, a significant rise in intensity occurs at approximately
13 to 17 microns in both the glass and cerium oxide. This
increase in intensity is an error due to the decrease in through-
put of the detector at these longer wavelengths and also
corresponds to a sharp rise in emissivity within the same wave-
length region for all samples at high temperatures (Figure 12).
[35] A series of near-blackbody reference spectra were

derived from the cerium oxide radiance data (Figure 8).
These reference spectra appear relatively featureless
between ~6 and 16 microns. The slopes in these spectra,
particularly in the 6–8 micron region, can be attributed to
slight errors in the calculation of both environmental and
sample temperatures [see Ruff et al., 1997] due to the
unavoidable dynamic nature of these two temperatures
within the furnace environment. These errors also manifest
as variable slopes in the glass and mineral emissivity spectra
in the 6–8 micron region. The decrease in SNR of the cerium
oxide spectra at wavelengths <6 microns and >16 microns
currently dictates this as the calibrated spectral range for
the microfurnace-derived spectra (Figure 8). Furthermore,
this is an acceptable wavelength range for direct comparison
with data from current terrestrial field-based, airborne, and
spaceborne TIR sensors, which mainly operate in the 8–2 -
micron atmospheric window.

4.3. Sample Temperature
[36] Thermal infrared images were collected from glass

samples by an FLIR camera at a range of set point tempera-
tures during furnace operation in order to examine the
temperature changes and heat loss within the furnace sample
chamber. An example image of a glass sample at 1500!C is
shown in Figure 9a. The walls of the microfurnace port are
somewhat cooler than the glass sample, and areas of much
hotter temperatures can be seen around the edges of the
sample crucible. This confirms that temperatures within
the furnace are somewhat heterogeneous at a given set point,
particularly when the furnace port is opened. Figures 9b–9d
show the decrease in FLIR-derived sample temperature over
a 10 s time period at three set point temperatures. As
expected, the higher the set point, the more sharply the
sample temperature decreases over the 10 s time period that
the furnace port is opened.

4.4. Microfurnace Spectra of Quartz Sand
[37] The series of quartz mineral spectra acquired from the

microfurnace are shown in Figure 10a. Although somewhat
muted, the characteristic doublet feature of the quartz at 9
microns is clearly resolved in the 500!C spectrum. At
600!C, the doublet becomes less prominent, and at tempera-
tures above 700!C, the doublet feature disappears altogether.
This change in spectral shape with temperature is attributed

Figure 12. Emissivity spectra of the synthetic glass
sample (a) from 80!C (acquired in low-temperature setup)
to 900!C and (b) from 1000!C to 1400!C. The spectra
show changes in emissivity minimum value and minimum
position with increasing temperature. Beyond the liquidus
temperature (1250!C), the emissivity minimum values drop
sharply. The sharp rise in emissivity of the 1400!C
spectrum at ~13 microns is attributed to a large amount of
sample intensity interacting with the lower sensitivity of
the Deuterated Triglycine Sulfate (DTGS) detector.

LEE ET AL.: HIGH-T TIR EMISSIVITY OF SILICATE MELTS

10

Lee et al., 2013



For old flows: use thermometry

Glass / liquid composition (Heltz and Thornber 1987, Grove 
and Juster 1989, Montierth et al. 1995, Sisson and Grove 
1993…) 

Olivine-liquid equilibrium (e.g., Beattie 1993, Putirka et al. 
2007 and 2008)In Eqs. (2) and (3), T is in °C and P is in GPa; terms such as SiO2

liq, represent the weight % of the indicated oxide in
the liquid phase, whileDMg

ol-liq refers to the cation fraction ratio of Mg between olivine and liquid. For test data, we make
use of post-1987 1 atm data, because of the development of techniques to minimize alkali loss in open furnace systems
(e.g. Tormey et al., 1987).

As we will show, the Beattie (1993) thermometer is remarkably accurate, and so we re-calibrate his Eq. (10), adding
a term for water, and additional, thermodynamically derived terms (Putirka, 1998, Eq. (7)) for P:

Tð-CÞ ¼ 15294:6 þ 1318:8PðGPaÞ þ 2:4834½PðGPaÞ&2

8:048 þ 2:8532lnDol=liq
Mg þ 2:097ln½1:5ðCL

NMÞ& þ 2:575ln½3ðCL
SiO2

Þ&−1:41NF þ 0:222H2O þ 0:5PðGPaÞ
ð4Þ

Tð-CÞ ¼ 461:29 þ 84:9PðGPaÞ þ 0:588½PðGPaÞ&2

0:355 þ 0:06986lnDol=liq
Fe −0:00435ln½1:5ðCL

NMÞ&−0:0523ln½3ðCL
SiO2

Þ&−0:0217NF þ 0:000893H2O þ 0:04PðGPaÞ
ð5Þ

Because calibration of Eqs. (4) and (5) involves non-linear regressionmethods,F-tests are not possible and the coefficients
derive from regression of all 993 experimental data.We apply the activitymodels of Beattie (1993), but for simplicity, H2O is
expressed in wt.%. In these expressions, CNM

liq =XMg
liq +X Fe2+

liq +X Ca
liq +XMn

liq ; CSiO2
liq =X Si

liq; NF=7/2ln(1−X Al
liq)+7ln(1−X Ti

liq),
where X i

liq is the cation fraction of element i in the liquid phase (see Beattie, 1993).
We use these equations with estimates of Fomax, the maximum Fo content of olivines with which parental liquids

(Table 1) may have equilibrated. We cannot demonstrate that primitive liquids have not equilibrated with olivines with
higher Fo contents, but below we show (Section 4) that values of Fomax≈91.5 are generally consistent with an
approach to mantle values. If nothing else, our temperatures are minimum estimates. Herzberg and O'Hara (2002) have
suggested that fractional melting may pose difficulties with the interpretation of high Fo olivines. But we emphasize
that fractional melting still implies equilibrium; provided an equilibrium FeOliq can be identified, it matters little
whether melts were whisked away by a batch or fractional process. A more serious concern is whether any particular
olivine composition has had its composition set by sub-solidus equilibration.

3.2. Tests of new and existing models

Fig. 3 illustrates tests of a number of published olivine-liquid thermometers that utilizeXMg
ol andXMg

liq as input (Ford et al.,
1983; Langmuir et al., 1992; Ariskin et al., 1993; Beattie, 1993; Sugawara, 2000; Gudfinnsson and Presnall, 2001; Putirka,
2005). For dry conditions at lowT, themodel ofBeattie (1993) (using the pressure correction ofHerzberg andO'Hara (2002)),
is clearly the most accurate of any published model; but comparison of one-to-one correlation lines, and slopes and intercepts
of regression lines throughT(°C) calculated vs.T(°C)measured shows that Eqs. (2) and (4) exhibit the least error.Whenwater
contents are low, however, it would not be unwarranted to average T estimates from Eqs. (2)–(4) and Beattie (1993).

In contrast to the use of DMg
ol/liq alone, isotherms in the Roeder and Emslie (1970)-type diagram are calculated using

Eq. (1), and equations such as DMg
ol/liq =ƒ(T ) and DFe

ol/liq =ƒ(T ) simultaneously (see Langmuir and Hanson, 1981;
Putirka, 2005). This approach does not necessarily require XMg

liq as input. We test the precision with which such
isotherms can be calculated, using Eqs. (2)–(5), Putirka (2005), Ford et al. (1983) and the Beattie (1993) (as throughout
this paper, using the Herzberg and O'Hara (2002) pressure correction) models (Fig. 4). As might be expected, models
that exhibit systematic error in their individual D's (Fig. 3), retain their systematic error (Fig. 4), as is evident in the F-
ratios, and slope and intercept values (Fig. 4); Eqs. (2)–(5) nearly eliminate this systematic error.

In Appendix A, we compare T estimates for model MORB, Iceland, Samoa and Hawaiian parental liquid
compositions, as calculated by us (Table 1; see Appendix A) and by Herzberg (pers. comm.). These tests (Table A1)
show that, provided one is consistent about the choice of input parameters, T estimates from various models differ by as
little as 27 °C (for MORB), with standard deviations that are within 1σ model error. The large differences between our
mantle potential temperatures, and T estimates of, say, Falloon et al. (this volume), depend as much or more upon the
derived or implicit bulk compositions and olivine Fo contents (Fig. 5; see Appendices A and B)). In some cases,
though, temperature estimates diverge by more than 100 °C for equivalent input (Table A2), in which case predicted
values for Fo and KD(Fe–Mg)ol-liq may be used to decide which thermometers yield the best estimates (Appendix A).

187K.D. Putirka et al. / Chemical Geology 241 (2007) 177–206



Assessing lava rheology — 1. Viscometry

53 wt% of SiO2. Initial crystallinity of the lava, as repre-
sented by scoria and bombs ejected from the intracrater
lava ponds, was 25 vol% (see Fig. 7 and Table 5 of
Plechov et al. 2015). Later on, during transport in lava
tubes, open channels, and lava flows, progressive cooling
and degassing caused additional increase in crystallinity up
to 43 vol%.

Initial water content in the erupted magma was 1.19 ±
0.1 wt% (Plechov et al. 2015). Lava of the studied lobes was
already strongly degassed, where the degassing occurred in
the intracrater lava ponds and during transportation through
the tubes and channels. Gas vesicles in already solidified
pahoehoe lobes were up to 5 cm in diameter, and the largest
were concentrated in the upper parts of the lobes under the
glassy rind. Gas with temperature of 1030 °C, sampled from
the skylight of the major lava tube (most proximal to the
Naboko vent at distance 300 m), had the following composi-
tion (mol%): 95.5 H2O, 0.47 CO2, 2.01 SO2, 1.18 HCl, and
0.34 HF (Chaplygin et al. 2016). Maximum temperatures of
the molten interior of moving lava flows (both ‘a’a and
pahoehoe), measured with a K-type thermocouple at depths
of several centimeters, were 1082 °C; maximum temperatures
on the lava surfaces measured by FLIR ThermaCam SC6400
were 1069 °C (Edwards et al. 2015).

Methodology

Measurements of dynamics of lava flows

The method of time-lapse photography was applied to propa-
gating flow lobes (both ‘a’a and pahoehoe) and to lava
flowing in stable channels exiting lava tubes. The process of
propagation was recorded with Brinno TLC100 time-lapse
cameras with a resolution of 1280 × 1024 pixels and a field
of view of 49.5°. The cameras were installed on tripods at
distances several meters to hundreds of meters from frontal
parts of the propagating lava flows and lava channels, with the
line of sight perpendicular to the flow direction. The cameras
operated for time periods lasting from several hours to days
with frame intervals ranging from 5 s to 1 min, depending on
the lava velocity. A meterstick or a person of known height
was temporary placed in front of the lava flows or near
the lava channel allow scaling of the images.

Time-lapse video clips (with rates of 10 frames/s) were
processed with the Logger Pro software. Using this soft-
ware, positions of flow fronts, lava levels/thicknesses, and
positions of prominent rock fragments on the upper sur-
face of the flows were manually traced in the image se-
quences, and their displacement and velocity was

Fig. 3 Active lava flows of the
2013 eruption of Tolbachik
volcano. a Lava exiting the tube
7 mwide outlet and flowing in the
open channel on March 19 (a
FLIR image of the same flow is
shown in Fig. 4b). b Front of ‘a’a
lava advancing over snow on
March 18 (propagation of the
flow is given as Online Resource
Video ESM 3). c Pahoehoe flow
front advancing over ‘a’a flows
deposited in February–April;
May 28. d Secondary pahoehoe
flow extruding out of a stagnated
‘a’a flow and advancing over
ancient lava with sparse patches
of grass and dwarf shrubs on
July 24. e Viscosity measurement
with the penetrometer at an active
pahoehoe lobe forming by rear
growth mode on July 25, 2013
(see the section BMethodology^
for the method of measurement
and Online Resource Video ESM
2). In the background, a chain of
lobes with a longitudinal cleft
structure forming by slow
inflation. Photos a to d by A.
Belousov; photo e by Yu. Frolova
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observed with distance from the vent to the measurement location (15
to 35m). Panov et al. (1988) noticed the similarity (within an order of
magnitude) of the penetrometer results with estimation of viscosity
obtained using the Jeffreys (1925) equation. No data on the lava
chemistry and crystal and bubble content was given.

3.7. Vane rotated by hand to measure viscosity of Mount Etna 1983 lava
flow by Pinkerton and Norton (1995)

Pinkerton and Norton (1995) presented results of viscosity mea-
surements performed during the eruption of Mount Etna in 1983. These
viscosity measurements were performed using a rotating vane system
on a breakout from the main channel where the measured temperature
was 1095 °C. The vane was pre-heated and then inserted into the lava
and rotated at different rates by hand (Fig. 3a). The system was
equipped with a torque meter to measure the torque required to rotate
the vane and rotation speeds were monitored with an optical tach-
ometer. Four data points were acquired before the lava began to de-
velop an impenetrable crust. In view of the limited range of rotation
rate (5–9 rad/s), no unique rheological model could be applied.

Assuming Newtonian behavior, the viscosity was calculated to be
1.38× 103 Pa s. Applying a Bingham model, the yield strength was
3.7× 102 Pa with a plastic viscosity of 1.26× 103 Pa s and at unit
strain rate the apparent viscosity is 1.63× 103 Pa s. This range of va-
lues was consistent with those measured in the laboratory on melted
samples collected on the same lava flow (Pinkerton and Norton, 1983;
Pinkerton and Norton, 1995). The lava was a trachy-basalt but un-
fortunately crystal and bubble content was not given. However, field
viscosity values are in close agreement with those measured at the same
temperature in the laboratory at for crystal content between 30 and 40
vol%.

3.8. Portable rotational viscometer to measure the viscosity of carbonatite at
Oldoinyo Lengai, Tanzania, by Pinkerton et al. (1995a)

Rheological field measurements performed in November 1988 on
natrocarbonatite lavas at Oldoinyo Lengai by Pinkerton et al. (1995a)
(Fig. 3b) were made using a motor-driven version of the equipment
used on Etna in 1983. A 24-V DC Bosch drill was used to drive a vane at
different, constant, rotation rates, which were measured using an

Fig. 3. Rotational viscometers: (a) Pinkerton taking rheological measurements in 1983 at Mount Etna using a manual shear vane (Chester et al., 1986); (b) Pinkerton
in 1988 at Oldoinyo Lengai using the first motor-driven shear vane (Pinkerton et al. 1995a); (c) Pinkerton (1994) at Kilauea holding the new version of the motor-
driven rotational viscometer: (d) Chevrel et al. (2018b) using the refurbished viscometer in 2016 at Kilauea. (e) Schematic representation of the refurbished
viscometer, modified from Chevrel et al. (2018b).

M.O. Chevrel, et al. (DUWK�6FLHQFH�5HYLHZV������������������
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is defined by:=τ ηγ ̇ (1)

Bingham behavior is identified when a minimum stress (i.e., the
yield strength, τ0) needs to be overcome before deformation occurs. In
that case, once the yield strength is overcome, the strain rate is pro-
portional to shear stress. The proportional coefficient is the consistency
(K), otherwise termed the Bingham or plastic viscosity. This is defined
via:= +τ τ Kγ ̇0 (2)

When strain rate is not proportional to shear stress, and the lava has
no discernible yield strength, the material is best characterized as a
power law flow, defined as:=τ Kγ ṅ (3)

where, if n, the flow index, equals unity this reduce to the Newtonian
case (Eq. (1)).

The last rheological model used to describe lava behavior, is when a
yield strength is present and once it is overcome the shear stress follows
a power law with strain rate. This is termed the Herschel-Bulkley model
and described by:= +τ τ Kγ ̇n0 (4)

For all fluids, the value of n in Eqs. (3) and (4), is evaluated gra-
phically or numerically from the experimentally determined values of
strain rate and applied shear stress. When n > 1, the fluid is dilatant
(also termed shear thickening), i.e. viscosity increases with strain rate.
Evidence for this behavior has been found in dykes (Smith, 1997,
2000), but has yet to be encountered in flowing lava. When
0 < n < 1, the material is thinning with deformation, so that viscosity
decreases with strain rate. In that case, the fluid follows a pseudo-
plastic behavior. After a few percent of crystallization, it has been re-
cognized that lavas preferentially follow this behavior (Pinkerton and
Stevenson, 1992).

2.2. Instrumentation

2.2.1. Penetrometers
There are three types of penetrometer. A “simple" penetrometer is

based on a penetrometer used for measurement of soil physical prop-
erties (Lunne et al., 1997) and is basically a metal rod, with a semi-
spherical head, pushed into the lava. Penetrometers can be used to
measure yield strength by establishing the minimum force required to
initiate movement (Pinkerton and Sparks, 1978) or can be used to es-
timate viscosity by inserting the rod into the lava at a given constant

force and recording the speed of penetration (Einarsson, 1949, 1966;
Gauthier, 1973; Pinkerton and Sparks, 1978; Panov et al., 1988;
Belousov and Belousova, 2018). Using a semi spherical penetration
head and assuming that the potential effect of lava sticking to the rod is
negligible, the viscous drag is equal to half of Stokes' force acting on a
sphere penetrating through a viscous medium (Panov et al., 1988;
Belousov and Belousova, 2018). The lava viscosity is then calculated
via:

=η F
π u R3 eff (5)

where F is the force of penetration (viscous drag), u is the speed of
penetration, and Reff is the effective radius of the rod. The force is re-
corded by a hand gauge and the velocity is measured from the pene-
tration depth and time to reach that depth. This results in a single
viscosity measurement point, which is averaged over the duration of
penetration. For a given penetration depth the viscosity may then be
obtained from prior calibration (Einarsson, 1966, 1949; Gauthier, 1973;
Pinkerton and Sparks, 1978).

The second type of penetrometer is termed "ballistic" penetrometer
as used by Gauthier (1971, 1973). This technique involves shooting a
spear at high-speed perpendicularly into the lava and measuring its
penetration depth. The viscosity is then calculated based on previous
laboratory calibrations using the same spear on various liquids of dif-
ferent viscosities. The high initial penetration velocity prevents lava
advance rates from influencing the measurement and limits cooling of
the lava around the spear during penetration. The major disadvantage
of such penetrometers is that they are inserted through the outer,
cooled part of a flow, thus the force required to penetrate the lava is the
result of a summation of shear stresses induced within the thickness
penetrated, the major resistance to shearing being due to the more
viscous outer (crusted) regions. This penetrometer thus tends to give a
semi-quantitative measurement of the shear strength of the cooler ex-
terior of a flow, and little indication of the rheological characteristics of
the hot interior.

This problem can be overcome using a third type of penetrometer
that is first preheated and inserted through the cooled outer regions
before being activated, so only the nose of the penetrometer that had
been placed into the flow interior is moved forward (Pinkerton and
Sparks, 1978). This instrument used a compressed spring as the energy
source for penetration. The controlled reduction in axial force during
penetration was recorded, together with the simultaneous piston ad-
vance rates. This type of dynamic penetrometer permitted the shear
stress – strain rate characteristics of the lava to be determined using the
method outlined in Pinkerton (1978).

2.2.2. Rotational viscometer
Rotational viscometers involve a rotating spindle immersed into the

molten lava. Two types of rotational viscometer have been employed in
the field: a fixed rig sited on the top of a lava lake (Shaw et al., 1968)
and a portable instrument inserted by hand through the flow surface
and into the lava interior (Pinkerton, 1994; Pinkerton et al., 1995a,b;
Pinkerton and Norton, 1995; Chevrel et al. 2018b). In use, the spindle
can be operated in either controlled strain rate or controlled shear stress
mode. The theory employed with this instrument is that of wide-gap
concentric cylinder viscometry where the torque is converted into shear
stress and the rotational speed into strain-rate using the spindle geo-
metry via the Couette theory, which is similar to the theory used for the
laboratory viscometers described in Dingwell (1986) and Spera et al.
(1988). Unlike most laboratory experiments where the immersed
spindle is cylindrical, vane geometry is commonly used in the field to
lower the weight, ease penetration, reduce disturbance of lava during
insertion, minimize the effects of cooling and reduce slippage between
the edge of the vane and the lava. The material between the vanes is
trapped and therefore a virtual cylinder of sample material is used for
the calculation. The shear stress is then calculated via:

Table 1
Notation of parameters and units.

Symbol Description Unit

η Viscosity Pa s
τ Shear stress Pa
γ ̇ Strain rate s−1

το Yield strength Pa
K Consistency Pa s
n Flow index

Penetrometer
F Force of penetration N
u Speed of penetration m/ s
Reff Effective radius of the rod m

Rotational viscometer
M Torque Nm
Ω Angular velocity rad/ s
h Vane length m
Ri Vane radius m
Ro Container radius m
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=τ M
πhR2 i
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where M is torque, h is vane length and Ri is the radius of the rotating
cylinder (or equivalent radius of the vane). The strain rate is obtained
from the angular velocity of the rotating vane via (Stein and Spera,
1998):

= ⎛⎝ − ⎞⎠( )
γ

n
̇ 2Ω

1 R
R

n2/i
o (7)

where Ω is angular velocity, n is flow index (obtained by calculating the
slope of the measured ln(τ) against ln(Ω)), and Ro is the radius of the
outer cylinder.

3. Review of lava viscometry experiments in the field

3.1. An iron rod thrust into the lava by Einarsson (1949) at Hekla, Iceland

While observing lava emplacement on Hekla in 1948, Einarsson
quickly realized that the lava presented interesting changes in vesicu-
larity, temperature, crystallinity and apparent viscosity (Einarsson,
1949). To measure viscosity, he used a simple iron rod and thrust it by
hand into the lava. Einarsson applied a force on the rod manually and
measured the time needed to penetrate the lava. From a qualitative
approach, he could “feel” different behaviors. The most fluid lava al-
lowed him to push the iron rod in with one hand, which reached depth
of 20 to 30 cm in 1 or 2 s. In the most viscous lava, he could thrust the
rod only 2–3 cm into the flow (also in 1 to 2 s) and this was achieved by
putting his whole body weight onto the rod. To quantify viscosity, Ei-
narsson established a relationship between viscosity and velocity of
penetration from repeated measurements using the iron rod plunged
into a hot mixture of Trinidad asphalt and asphalt oil. He estimated the
viscosity of the lava at Hekla to be between 5× 104 Pa s and
1.5× 106 Pa s, and he estimated an error of about half order of mag-
nitude. The erupted lavas were basaltic-andesite (55 wt% SiO2) and
were described as ’a’ā to block type. The maximum temperature was
estimated using an optical pyrometer as 1150 °C (Einarsson, 1949).
Analyses of the lava texture revealed that the low viscosity values
corresponded to “spongy, uncrystallized fluid”, while the high viscosity
value corresponded to denser lava. Einarsson (1949) concluded that
accurate measurements of viscosity using this technique on this type of
lava are difficult because of the lack of time available to make instru-
mental measurements and because of hazards arising from blocks
falling from the steep rubbly flow margin and high radiant heat. In
1961, Einarsson intented to measure the lava viscosity at Askja (Ice-
land; Fig. 1a) but no data were recorded.

3.2. Viscosity measurement at Surtsey, Iceland, by Einarsson (1966)

During the Surtsey eruption in 1964, Einarsson measured the visc-
osity of the flowing lava using the same approach as he applied at Hekla
in 1948 (Einarsson, 1966). Einarsson mentioned that this time the
measurements were difficult to perform because the lava was too fluid.
Because the penetrometer was pushed by hand, it was difficult to reg-
ulate the force of penetration to a minimum in order to measure the
resistance of the fluid lava. After several attempts, Einarsson estimated
that the penetrometer moved 10 cm vertically into the lava at the front
of a lava lobe under its own weight in 0.5 s from which he obtained a
viscosity of 5× 102 Pa s. Einarsson noticed that this value was lower
than expected because he estimated viscosity at 103 Pa s from lava wave
amplitudes in the lava lake located over the vent. This underestimation
was attributed to the “foamlike” texture of the lava. At that time, Ei-
narsson, therefore sensed the potential effect of bubbles on lowering
lava viscosity. The samples of spatter that he collected showed about 45
vol% of vesicles and 40 vol% of crystals (feldspar and olivine). The

maximum temperature measured in the field with an optical pyrometer
was 1140 °C. Given these thermal and textural characteristics, a visc-
osity value of 5× 102 Pa s seems, therefore, appropriate.

3.3. Viscosity measurements performed by Shaw et al. (1968) at
Makaopuhi lava lake, Hawaii

Shaw et al. (1968) used the rotational viscometry method to de-
termine the rheological properties of lava at Makaopuhi lava lake in
March 1965. Makaopuhi lava lake formed in 10 days by eruption of lava
into a pit crater forming an 85m deep and 800m wide “pond”, and
after which the surface became stable and the upper part began to so-
lidify. When the crust reached a thickness of 2m, cores were drilled
periodically for temperature measurements and lava sampling, as de-
scribed in Wright and Okamura (1977). The viscosity measurements
were performed using one of the drill holes once the crust reached a
thickness of about 4m. The experimental setup consisted of a support
stand fixed on the top of the solidified lava lake surface. A shaft, with a
vane attached to its lower end, was suspended from the stand and
lowered vertically into the lava (Fig. 2). A casing was employed al-
lowing the shaft to reach the molten lava at the bottom of the cooled
crust, where the temperature reached its maximum (Fig. 2). A wire was
spooled to the shaft, passed through a pulley and attached to a load,
permitting the shaft to rotate. In this way, by changing the load weight,
different torques were applied to the rotating vane. Flow curves were
obtained by measuring the resulting rotational speed (using stop-
watches). The setup had been previously calibrated using petroleum
asphalt and uncertainties of 20% on the viscosity were obtained. In the
field, four different loads were applied at two different depths (position
1 at 6.8m and position 2 at 7.5m) using the same vane (Fig. 2). The
temperature was measured at 1130 ± 5 °C and sample analyses re-
vealed<5% vesicles and 25% of crystals. Viscometry results indicated
that the lava was non-Newtonian and thixotropic, which means that
they observed a hysteresis between values acquired during increasing
and decreasing load (“up” and “down” curves, i.e. the “down” stress-
strain-rate path does not match the “up” path). Considering the up-
curves, Shaw et al. (1968) established that the Bingham model was the
most appropriate to fit their data. They estimated the yield strength to
be 120 and 70 Pa, and obtained a plastic viscosity of 6.5× 102 and
7.5× 102 Pa s, for positions 1 and 2, respectively over strain rates
0.1–1 s−1. These compare with values of 80 to 115 Pa s obtained for the
lake interior by Wright and Okamura (1977) by applying Stokes' Law to
olivine crystal setting; the difference is likely due to the latter estimate
being for melt only and the former for a melt-crystal mixture. A re-
analysis of the Shaw et al. (1968) data suggested that no yield strength
was present and that power law models in the form of =τ γ974 ̇0.75and=τ γ716 ̇0.54 provided a better fit with positions 1 and 2, respectively
(Heslop et al., 1989).

Shaw et al. (1968) also performed a falling sphere experiment. This
experiment consisted of a steel sphere attached to a fine stainless steel
wire that passed through the same casing used for the rotational visc-
ometer. The sphere was released into the lava at its hottest part and the
movement of the wire behind the descending sphere provided in-
formation to calculate the viscosity. However, they obtained only one
measurement because in all other attempts the wire broke before a
measurement was taken. The apparent viscosity they obtained via
Stokes Law was 6× 104 Pa s for a strain rate of 0.004 s−1. Although this
is larger than values calculated using the power law models, it is con-
sistent with pseudo-plastic behavior.

These pioneering viscosity measurements are of uncontestably good
quality. However the technique employed is appropriate only for stable
lava lake with a thick crust. Employment beyond such a setting is
therefore limited.
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where M is torque, h is vane length and Ri is the radius of the rotating
cylinder (or equivalent radius of the vane). The strain rate is obtained
from the angular velocity of the rotating vane via (Stein and Spera,
1998):
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where Ω is angular velocity, n is flow index (obtained by calculating the
slope of the measured ln(τ) against ln(Ω)), and Ro is the radius of the
outer cylinder.

3. Review of lava viscometry experiments in the field

3.1. An iron rod thrust into the lava by Einarsson (1949) at Hekla, Iceland

While observing lava emplacement on Hekla in 1948, Einarsson
quickly realized that the lava presented interesting changes in vesicu-
larity, temperature, crystallinity and apparent viscosity (Einarsson,
1949). To measure viscosity, he used a simple iron rod and thrust it by
hand into the lava. Einarsson applied a force on the rod manually and
measured the time needed to penetrate the lava. From a qualitative
approach, he could “feel” different behaviors. The most fluid lava al-
lowed him to push the iron rod in with one hand, which reached depth
of 20 to 30 cm in 1 or 2 s. In the most viscous lava, he could thrust the
rod only 2–3 cm into the flow (also in 1 to 2 s) and this was achieved by
putting his whole body weight onto the rod. To quantify viscosity, Ei-
narsson established a relationship between viscosity and velocity of
penetration from repeated measurements using the iron rod plunged
into a hot mixture of Trinidad asphalt and asphalt oil. He estimated the
viscosity of the lava at Hekla to be between 5× 104 Pa s and
1.5× 106 Pa s, and he estimated an error of about half order of mag-
nitude. The erupted lavas were basaltic-andesite (55 wt% SiO2) and
were described as ’a’ā to block type. The maximum temperature was
estimated using an optical pyrometer as 1150 °C (Einarsson, 1949).
Analyses of the lava texture revealed that the low viscosity values
corresponded to “spongy, uncrystallized fluid”, while the high viscosity
value corresponded to denser lava. Einarsson (1949) concluded that
accurate measurements of viscosity using this technique on this type of
lava are difficult because of the lack of time available to make instru-
mental measurements and because of hazards arising from blocks
falling from the steep rubbly flow margin and high radiant heat. In
1961, Einarsson intented to measure the lava viscosity at Askja (Ice-
land; Fig. 1a) but no data were recorded.

3.2. Viscosity measurement at Surtsey, Iceland, by Einarsson (1966)

During the Surtsey eruption in 1964, Einarsson measured the visc-
osity of the flowing lava using the same approach as he applied at Hekla
in 1948 (Einarsson, 1966). Einarsson mentioned that this time the
measurements were difficult to perform because the lava was too fluid.
Because the penetrometer was pushed by hand, it was difficult to reg-
ulate the force of penetration to a minimum in order to measure the
resistance of the fluid lava. After several attempts, Einarsson estimated
that the penetrometer moved 10 cm vertically into the lava at the front
of a lava lobe under its own weight in 0.5 s from which he obtained a
viscosity of 5× 102 Pa s. Einarsson noticed that this value was lower
than expected because he estimated viscosity at 103 Pa s from lava wave
amplitudes in the lava lake located over the vent. This underestimation
was attributed to the “foamlike” texture of the lava. At that time, Ei-
narsson, therefore sensed the potential effect of bubbles on lowering
lava viscosity. The samples of spatter that he collected showed about 45
vol% of vesicles and 40 vol% of crystals (feldspar and olivine). The

maximum temperature measured in the field with an optical pyrometer
was 1140 °C. Given these thermal and textural characteristics, a visc-
osity value of 5× 102 Pa s seems, therefore, appropriate.

3.3. Viscosity measurements performed by Shaw et al. (1968) at
Makaopuhi lava lake, Hawaii

Shaw et al. (1968) used the rotational viscometry method to de-
termine the rheological properties of lava at Makaopuhi lava lake in
March 1965. Makaopuhi lava lake formed in 10 days by eruption of lava
into a pit crater forming an 85m deep and 800m wide “pond”, and
after which the surface became stable and the upper part began to so-
lidify. When the crust reached a thickness of 2m, cores were drilled
periodically for temperature measurements and lava sampling, as de-
scribed in Wright and Okamura (1977). The viscosity measurements
were performed using one of the drill holes once the crust reached a
thickness of about 4m. The experimental setup consisted of a support
stand fixed on the top of the solidified lava lake surface. A shaft, with a
vane attached to its lower end, was suspended from the stand and
lowered vertically into the lava (Fig. 2). A casing was employed al-
lowing the shaft to reach the molten lava at the bottom of the cooled
crust, where the temperature reached its maximum (Fig. 2). A wire was
spooled to the shaft, passed through a pulley and attached to a load,
permitting the shaft to rotate. In this way, by changing the load weight,
different torques were applied to the rotating vane. Flow curves were
obtained by measuring the resulting rotational speed (using stop-
watches). The setup had been previously calibrated using petroleum
asphalt and uncertainties of 20% on the viscosity were obtained. In the
field, four different loads were applied at two different depths (position
1 at 6.8m and position 2 at 7.5m) using the same vane (Fig. 2). The
temperature was measured at 1130 ± 5 °C and sample analyses re-
vealed<5% vesicles and 25% of crystals. Viscometry results indicated
that the lava was non-Newtonian and thixotropic, which means that
they observed a hysteresis between values acquired during increasing
and decreasing load (“up” and “down” curves, i.e. the “down” stress-
strain-rate path does not match the “up” path). Considering the up-
curves, Shaw et al. (1968) established that the Bingham model was the
most appropriate to fit their data. They estimated the yield strength to
be 120 and 70 Pa, and obtained a plastic viscosity of 6.5× 102 and
7.5× 102 Pa s, for positions 1 and 2, respectively over strain rates
0.1–1 s−1. These compare with values of 80 to 115 Pa s obtained for the
lake interior by Wright and Okamura (1977) by applying Stokes' Law to
olivine crystal setting; the difference is likely due to the latter estimate
being for melt only and the former for a melt-crystal mixture. A re-
analysis of the Shaw et al. (1968) data suggested that no yield strength
was present and that power law models in the form of =τ γ974 ̇0.75and=τ γ716 ̇0.54 provided a better fit with positions 1 and 2, respectively
(Heslop et al., 1989).

Shaw et al. (1968) also performed a falling sphere experiment. This
experiment consisted of a steel sphere attached to a fine stainless steel
wire that passed through the same casing used for the rotational visc-
ometer. The sphere was released into the lava at its hottest part and the
movement of the wire behind the descending sphere provided in-
formation to calculate the viscosity. However, they obtained only one
measurement because in all other attempts the wire broke before a
measurement was taken. The apparent viscosity they obtained via
Stokes Law was 6× 104 Pa s for a strain rate of 0.004 s−1. Although this
is larger than values calculated using the power law models, it is con-
sistent with pseudo-plastic behavior.

These pioneering viscosity measurements are of uncontestably good
quality. However the technique employed is appropriate only for stable
lava lake with a thick crust. Employment beyond such a setting is
therefore limited.
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is defined by:=τ ηγ ̇ (1)

Bingham behavior is identified when a minimum stress (i.e., the
yield strength, τ0) needs to be overcome before deformation occurs. In
that case, once the yield strength is overcome, the strain rate is pro-
portional to shear stress. The proportional coefficient is the consistency
(K), otherwise termed the Bingham or plastic viscosity. This is defined
via:= +τ τ Kγ ̇0 (2)

When strain rate is not proportional to shear stress, and the lava has
no discernible yield strength, the material is best characterized as a
power law flow, defined as:=τ Kγ ṅ (3)

where, if n, the flow index, equals unity this reduce to the Newtonian
case (Eq. (1)).

The last rheological model used to describe lava behavior, is when a
yield strength is present and once it is overcome the shear stress follows
a power law with strain rate. This is termed the Herschel-Bulkley model
and described by:= +τ τ Kγ ̇n0 (4)

For all fluids, the value of n in Eqs. (3) and (4), is evaluated gra-
phically or numerically from the experimentally determined values of
strain rate and applied shear stress. When n > 1, the fluid is dilatant
(also termed shear thickening), i.e. viscosity increases with strain rate.
Evidence for this behavior has been found in dykes (Smith, 1997,
2000), but has yet to be encountered in flowing lava. When
0 < n < 1, the material is thinning with deformation, so that viscosity
decreases with strain rate. In that case, the fluid follows a pseudo-
plastic behavior. After a few percent of crystallization, it has been re-
cognized that lavas preferentially follow this behavior (Pinkerton and
Stevenson, 1992).

2.2. Instrumentation

2.2.1. Penetrometers
There are three types of penetrometer. A “simple" penetrometer is

based on a penetrometer used for measurement of soil physical prop-
erties (Lunne et al., 1997) and is basically a metal rod, with a semi-
spherical head, pushed into the lava. Penetrometers can be used to
measure yield strength by establishing the minimum force required to
initiate movement (Pinkerton and Sparks, 1978) or can be used to es-
timate viscosity by inserting the rod into the lava at a given constant

force and recording the speed of penetration (Einarsson, 1949, 1966;
Gauthier, 1973; Pinkerton and Sparks, 1978; Panov et al., 1988;
Belousov and Belousova, 2018). Using a semi spherical penetration
head and assuming that the potential effect of lava sticking to the rod is
negligible, the viscous drag is equal to half of Stokes' force acting on a
sphere penetrating through a viscous medium (Panov et al., 1988;
Belousov and Belousova, 2018). The lava viscosity is then calculated
via:

=η F
π u R3 eff (5)

where F is the force of penetration (viscous drag), u is the speed of
penetration, and Reff is the effective radius of the rod. The force is re-
corded by a hand gauge and the velocity is measured from the pene-
tration depth and time to reach that depth. This results in a single
viscosity measurement point, which is averaged over the duration of
penetration. For a given penetration depth the viscosity may then be
obtained from prior calibration (Einarsson, 1966, 1949; Gauthier, 1973;
Pinkerton and Sparks, 1978).

The second type of penetrometer is termed "ballistic" penetrometer
as used by Gauthier (1971, 1973). This technique involves shooting a
spear at high-speed perpendicularly into the lava and measuring its
penetration depth. The viscosity is then calculated based on previous
laboratory calibrations using the same spear on various liquids of dif-
ferent viscosities. The high initial penetration velocity prevents lava
advance rates from influencing the measurement and limits cooling of
the lava around the spear during penetration. The major disadvantage
of such penetrometers is that they are inserted through the outer,
cooled part of a flow, thus the force required to penetrate the lava is the
result of a summation of shear stresses induced within the thickness
penetrated, the major resistance to shearing being due to the more
viscous outer (crusted) regions. This penetrometer thus tends to give a
semi-quantitative measurement of the shear strength of the cooler ex-
terior of a flow, and little indication of the rheological characteristics of
the hot interior.

This problem can be overcome using a third type of penetrometer
that is first preheated and inserted through the cooled outer regions
before being activated, so only the nose of the penetrometer that had
been placed into the flow interior is moved forward (Pinkerton and
Sparks, 1978). This instrument used a compressed spring as the energy
source for penetration. The controlled reduction in axial force during
penetration was recorded, together with the simultaneous piston ad-
vance rates. This type of dynamic penetrometer permitted the shear
stress – strain rate characteristics of the lava to be determined using the
method outlined in Pinkerton (1978).

2.2.2. Rotational viscometer
Rotational viscometers involve a rotating spindle immersed into the

molten lava. Two types of rotational viscometer have been employed in
the field: a fixed rig sited on the top of a lava lake (Shaw et al., 1968)
and a portable instrument inserted by hand through the flow surface
and into the lava interior (Pinkerton, 1994; Pinkerton et al., 1995a,b;
Pinkerton and Norton, 1995; Chevrel et al. 2018b). In use, the spindle
can be operated in either controlled strain rate or controlled shear stress
mode. The theory employed with this instrument is that of wide-gap
concentric cylinder viscometry where the torque is converted into shear
stress and the rotational speed into strain-rate using the spindle geo-
metry via the Couette theory, which is similar to the theory used for the
laboratory viscometers described in Dingwell (1986) and Spera et al.
(1988). Unlike most laboratory experiments where the immersed
spindle is cylindrical, vane geometry is commonly used in the field to
lower the weight, ease penetration, reduce disturbance of lava during
insertion, minimize the effects of cooling and reduce slippage between
the edge of the vane and the lava. The material between the vanes is
trapped and therefore a virtual cylinder of sample material is used for
the calculation. The shear stress is then calculated via:

Table 1
Notation of parameters and units.

Symbol Description Unit

η Viscosity Pa s
τ Shear stress Pa
γ ̇ Strain rate s−1

το Yield strength Pa
K Consistency Pa s
n Flow index

Penetrometer
F Force of penetration N
u Speed of penetration m/ s
Reff Effective radius of the rod m

Rotational viscometer
M Torque Nm
Ω Angular velocity rad/ s
h Vane length m
Ri Vane radius m
Ro Container radius m
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2. Kinematics — Analytical channel solutions

Jefferys equation: bulk viscosity = density x g x  sin(slope) x depth2

                            3 x velocity
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Table 1 Notation and symbols used in the text

Symbol Meaning Units

a flow half width m

f body force N/kg

g gravitational acceleration m/s2

h flow thickness, channel depth m

m power-law rheology exponent

p pressure Pa

t time s

ts solidification time s

K V-shaped channel factor

(Takagi and Huppert 2007)

Q volumetric flux tate m3/s

R hydraulic radius m

Ra Rayleigh number

Re Reynolds number

Pe Pèclet number

T temperature ◦K
Te eruption temperature ◦K
Ta ambient temperature ◦K
Ts solidification temperature ◦K
u velocity vector m/s

V, Vmax velocity magnitude, maximum m/s

α ground slope degrees

β, γ geometrical factors in Eqs. 2 and 3

δ thermal boundary layer thickness m

% Gamma function

ε emissivity

ε̇ strain rate 1/s

η viscosity Pa s

( non-dimensional temperature

ϑ flow and crust morphology parameter

(Griffiths et al. 2003)

κ thermal diffusivity m2/s

λc convective time scale s

λr radiative time scale s

ρ density kg/m3

σ stress tensor Pa

σb Stephan-Boltzman constant

. ratio of advection to solidification timescales

formulation for velocity–viscosity relation for such finite-
width rectangular channels:

η = ρg sin (α)h2

2V
× β (2)

where β = 1 − 32
π3

∑∞
n=1,3,5,...

1
n3 (−1)(n−1)/2sechnπ2a

4h .
Hereafter, we refer to β as the “finite-width factor.” The
above studies examined the influence of assuming an

infinitely-wide flow, a finite-width geometry, and a semi-
elliptical geometry on the Newtonian and Bingham rhe-
ological parameters estimated from surface velocity and
dimensions of both natural and laboratory flows, and found
differences of up to 90 % for some flows. In addition,
both Tallarico and Dragoni (1999) and Sakimoto and Gregg
(2001) provide an expression for the mass flow rate in a rect-
angular channel given the channel dimensions and the lava’s
maximum surface velocity:

Q = 4
3
V ah × γ

β
(3)

where γ = 1 − 384
π5

∑∞
n=1,3,5,...

1
n5 tanhnπ2a

4h . We call γ the
“finite-width flux factor”.

Moore (1987) used an equation for Newtonian flow in a
semi-elliptical channel:

η = ρg sin(α)
V

×
{

h2

2[(ha )2 + 1]
+ 1

2
[(h
a
)2 + 1]

}

(4)

We note that Moore (1987) based this work on a more
general relationship applicable also to Bingham fluids
(Johnson 1970). Although the generalization was later
found to be erroneous (Johnson and Rodine 1984), the
Newtonian variant (Eq. 4) is correct. Robertson and Kerr
(2012a) provide a detailed method for estimating the rheo-
logical parameters of a Bingham fluid given the maximum
velocity and the flow depth or rate. Their method is based
on iteratively searching for a numerically-calculated veloc-
ity which provides the best fit to the observed velocity.
Like most others, their work assumed a rectangular channel
cross-section.

Takagi and Huppert (2007) expanded the range of con-
sidered channel shapes by employing similarity solutions
to investigate the influence of confining boundaries on vis-
cous flows driven by gravity. They looked at semi-circular
(a = h) and V-shaped channels, and provided analytical
expressions for flow velocity–viscosity relation depending
on channel shape. Following the formulation of Eqs. 1a–4,
Takagi and Huppert (2007) defined η = ρg sin(α)h2/V ×
K , where K depends on the V-shape opening angle or the
semi-circle curvature (K = 1

2 yields the Jeffreys equation).

For a V-shape channel, K ≈ 0.137(a/h)3

1+(a/h)2 , and for a semi-

circular channel, K = 24
105 = 0.23.

Our goal here is to build upon these past works and
further expand the discussion of the influence of channel
shape on flow observable to include more complex channel
geometries. This will enable us to provide a range of possi-
ble solutions to bracket field estimates of viscosity and flux
when channel geometry is poorly constrained. Our approach
is to carry out numerical simulations of flows in a variety of
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Table 1 Notation and symbols used in the text

Symbol Meaning Units

a flow half width m

f body force N/kg

g gravitational acceleration m/s2

h flow thickness, channel depth m

m power-law rheology exponent

p pressure Pa

t time s

ts solidification time s

K V-shaped channel factor

(Takagi and Huppert 2007)

Q volumetric flux tate m3/s

R hydraulic radius m

Ra Rayleigh number

Re Reynolds number

Pe Pèclet number

T temperature ◦K
Te eruption temperature ◦K
Ta ambient temperature ◦K
Ts solidification temperature ◦K
u velocity vector m/s

V, Vmax velocity magnitude, maximum m/s

α ground slope degrees

β, γ geometrical factors in Eqs. 2 and 3

δ thermal boundary layer thickness m

% Gamma function

ε emissivity

ε̇ strain rate 1/s

η viscosity Pa s

( non-dimensional temperature

ϑ flow and crust morphology parameter

(Griffiths et al. 2003)

κ thermal diffusivity m2/s

λc convective time scale s

λr radiative time scale s

ρ density kg/m3

σ stress tensor Pa

σb Stephan-Boltzman constant

. ratio of advection to solidification timescales

formulation for velocity–viscosity relation for such finite-
width rectangular channels:

η = ρg sin (α)h2

2V
× β (2)

where β = 1 − 32
π3

∑∞
n=1,3,5,...

1
n3 (−1)(n−1)/2sechnπ2a

4h .
Hereafter, we refer to β as the “finite-width factor.” The
above studies examined the influence of assuming an

infinitely-wide flow, a finite-width geometry, and a semi-
elliptical geometry on the Newtonian and Bingham rhe-
ological parameters estimated from surface velocity and
dimensions of both natural and laboratory flows, and found
differences of up to 90 % for some flows. In addition,
both Tallarico and Dragoni (1999) and Sakimoto and Gregg
(2001) provide an expression for the mass flow rate in a rect-
angular channel given the channel dimensions and the lava’s
maximum surface velocity:

Q = 4
3
V ah × γ

β
(3)

where γ = 1 − 384
π5

∑∞
n=1,3,5,...

1
n5 tanhnπ2a

4h . We call γ the
“finite-width flux factor”.

Moore (1987) used an equation for Newtonian flow in a
semi-elliptical channel:

η = ρg sin(α)
V

×
{

h2

2[(ha )2 + 1]
+ 1

2
[(h
a
)2 + 1]

}

(4)

We note that Moore (1987) based this work on a more
general relationship applicable also to Bingham fluids
(Johnson 1970). Although the generalization was later
found to be erroneous (Johnson and Rodine 1984), the
Newtonian variant (Eq. 4) is correct. Robertson and Kerr
(2012a) provide a detailed method for estimating the rheo-
logical parameters of a Bingham fluid given the maximum
velocity and the flow depth or rate. Their method is based
on iteratively searching for a numerically-calculated veloc-
ity which provides the best fit to the observed velocity.
Like most others, their work assumed a rectangular channel
cross-section.

Takagi and Huppert (2007) expanded the range of con-
sidered channel shapes by employing similarity solutions
to investigate the influence of confining boundaries on vis-
cous flows driven by gravity. They looked at semi-circular
(a = h) and V-shaped channels, and provided analytical
expressions for flow velocity–viscosity relation depending
on channel shape. Following the formulation of Eqs. 1a–4,
Takagi and Huppert (2007) defined η = ρg sin(α)h2/V ×
K , where K depends on the V-shape opening angle or the
semi-circle curvature (K = 1

2 yields the Jeffreys equation).

For a V-shape channel, K ≈ 0.137(a/h)3

1+(a/h)2 , and for a semi-

circular channel, K = 24
105 = 0.23.

Our goal here is to build upon these past works and
further expand the discussion of the influence of channel
shape on flow observable to include more complex channel
geometries. This will enable us to provide a range of possi-
ble solutions to bracket field estimates of viscosity and flux
when channel geometry is poorly constrained. Our approach
is to carry out numerical simulations of flows in a variety of

General rectangular channel:

W. Herzog, “Into the Inferno”, Mauna Loa 1984

Example (Values from Lipman and Banks 1987): 
V = 5.6 m/s 
a = 10 m 
h = 4 m 
" = 1.2–1.4g/cm3 
# = 2-6° 

η = 600–2000 Pa s 

}$=0.96



Kinematics — Variations for rheology

where hc =
τy

ρgsinβ is the thickness of the plug region (Dragoni et al.,
1986). It can be shown that the average velocity of the flow is:

!u =
H2ρg sin β

3K
3n

H3 n + 1ð Þ
ρg sinβ

K

! "1−n
n

 !

$ H H−hcð Þ
n + 1

n − n
2n + 1

H−hcð Þ
2n+1

n
! "

:

ð23Þ

Note that if n=1 and τy=0 the equation becomes the well known
Jeffreys relationship and if n=1 and τyN0 the equation is equivalent
to the equation of velocity for 2D flows of Bingham materials (e.g.
Dragoni et al., 1986).

We applied the model to three different cases: a) the Newtonian
case, where viscosity varies with ϕ, but not with γ, following the
Einstein–Roscoe equation (using ϕm=0.6), b) unimodal distribution
of crystals, using the Herschel–Bulkey rheology (using Eqs. (17)–

(19)) and c) a bimodal distribution case, also using the Herschel–
Bulkey rheology, using a ϕm=0.66. We use the following values:
ρ=2500 kg/m3, H=3m, β=7° and K0=4500 Pa s.

Fig. 9 shows the velocity profiles for the three cases, using different
crystal contents (ϕ=0.3, 0.5 and 0.55). For ϕ=0.3 (Fig. 9a) the three
cases display similar velocity profiles. For ϕ=0.5 (Fig. 9b) the
unimodal case is much slower than the bimodal and Newtonian
case. For ϕ=0.55 (Fig. 9c) the unimodal case is still slower, while the
Newtonian case has higher velocities than the bimodal case due to
yield strength and shear thinning effects in the latter. Fig. 9d shows
that for crystal contents up to ϕ=0.4 the mean velocities are very
close for the three cases. For higher ϕ values, the Newtonian and
bimodal cases velocities can be up to 106 higher than the unimodal
case. All these results show that there are large differences on
the velocities of the flow, depending on the rheology chosen,
with bimodal mixtures moving much faster with higher crystal
concentrations.

Fig. 9. Velocity profiles for lava flows with different crystal contents. Parameters used: liquid viscosity=4500 Pa s, ρ=2500 kg/m3, H=3m, slope=7°. a) ϕ=0.3. b) ϕ=0.5.
c) ϕ=0.55. d) Velocity ratios between the different rheological models used as a function of crystal content.
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Dragoni et al., 1986; Castruccio et al., 2010; Castruccio et al., 2014
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The flow velocity between z=O and z=H--H is easily obtained by integra- 
t ion of  eqn. (6): c 

1 [ pg sinc~ ] v(z) = -~ 2 z ( 2 H - z ) - - O y Z  , O < z < ( H - - H e )  (9) 

The value given by eqn. (9) for v(H--Hc) is the velocity Vp of the plug, which 
can be writ ten as: 

Vp 27 " 1 -- (I0) 
°b ] 

where eqns. (7) and (8) have been used. Therefore the flow velocity is uni- 
form and given by eqn. (10) for (H--Hc) < z < H. A velocity profile for this 
model  is shown in Fig. 3. A flow rate q per unit of  flow width can be calcu- 
lated as: 

H 
t ~  

q = p J v(z)dz  (11) 

One obtains: 

It#c) q -- 37 - 2- 7_/c + ~ (12) 

This is a fundamental  equation which relates flow height H and flow rate 
q to all the other model  parameters. Since, for a lava flow, q is fixed by the 
effusion rate at the eruption vent, it is more useful to solve eqn. (12) for H 
as a function of  q. Analytical solutions can be obtained, as outlined in Ap- 
pendix A. It is found that  only one of  the three solutions is physically mean- 
ingful, corresponding to a flow with H ~> Hc. 

From the flow height, the plug velocity v D is easily obtained from eqns. 
(10) and (8): v is the maximum flow velocity, which is observed at the sur- p 
face of  the flow. Several graphs which show H and v as functions of the 
model  parameters are presented and discussed in the following. 

Model 2 

We consider a cylindrical channel with a semi-circular cross-section of 
radius R.  The channel has a slope ~ and flow occurs in the x direction. This 
problem is two-dimensional in Cartesian coordinates.  With reference to the 
coordinate system in Fig. 2b, the x component  of  the Navier-Stokes equation 
is: 

~2 u ~2v ) 
77 --- + --- --pg sin~ = 0 (13) ~y2 ~z 2 
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and vanishing traction at the free surface, z--H. If we define the viscous stress: 

dv (5) 
o v ( z )  = n d z  

eqn. (4) together with the constitutive equation (1) gives: 

t p g s i n e ( H - - z )  - e y ,  0 < z < H - - H  c 

°v(Z)= 0 , ( H - - H c ) < Z < H  
(6) 

is a v where H - - H  c particular height in the flow such that e (H--Hc)=0. From 
eqn. (6), the critical height H c is: 

H c = O y / ( p g  s i n e )  ( 7 )  

This means that  there is no shear deformation at points z > (H--Hc): Hc is 
the thickness of the undeformed part of  the flow, the "plug".  Shear stress e 
within the plug is less than e y  and is equal to e y  at the base of  the plug, z = 
H - - H .  Therefore, if the flow height reduces to H ,  the flow stops. At the 
base ~)f the flow, the shear stress has its maximum value: 

o b = p g H  s i n e  

Z(crn) 

v (Cm/s) 200~-"-------.~ 

(8) 

Fig. 3. Longi tudina l  sec t ion  of  a downs lope  flow, with a compar i son  b e t w een  veloci ty 
profi les  for  Bingham liquids (models  1 and 2) and a Newton ian  l iquid with the  same 
dens i ty  and viscosity.  The  mode l  pa ramete r s  are: ~ = 0.2 rad, p = 3 g/cm% ,~ = 10 ~ P, o y  
= 104 d y n e / c m  2 . F low height  is 1 m. The dashed lines represen t  the base of  the  plug. 
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Fig. 2 Geometries used for numerical forward models. a–h Geo-
metrical shapes of models 1–8 (width is always 1 m): a A narrow
rectangular channel (also used for testing against analytical solu-
tion); b A shallow rectangular channel. c–e Semi-elliptical channels,
width depths of 0.25, 0.375, and 0.8 m; f A V-shaped channel with

a depth of 0.5m; g A trapezoid channel, width a depth of 0.4m. h A
partially-filled elliptical tube with a minor axis radius of 0.375 m; i-j
Cross-sections from the Mauna Loa 1984 flow, extracted from LiDAR
data by Hannah Diettriech. k–m Cross-sections from the Etna 2004
flow, taken from James et al. (2007)
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Fig. 5 Normalized velocity profiles across a rectangular channel with
a temperature-dependent viscosity (solid blue) and a trapezoid channel
with an isoviscous Newtonian viscosity (dashed red). The two profiles
are almost identical, demonstrating the similar influence of tempera-
ture on a temperature-dependent flow to geometry on an isoviscous
flow, on the observed surface velocity field

numerically integrating the velocity over the model’s cross-
section area, with the flux predicted by entering the channel
depth, width, and maximum velocity in Eqs. 1b and 3.
For geometrically-shaped channels, both isothermal and
temperature-dependent, Eq. 3 provides a better fit to the
measured flux than Eq. 1b, while the opposite is true for the
natural channels. For a power-law rheology, Eq. 3 gives a
better fit also for the Hawaiian channels. It may be expected
that the error in flux estimates will be proportional to the
deviation of the shape from a rectangle, which we define as
D = 1 − actual cross sect ion area

width×depth . Figure 6 shows the error
in flux caused solely by the cross-section area being smaller
than the equivalent rectangle (black curve). This error is

calculated as:
∣∣∣1 − f lux calculated using Equation 3×(1−D)

f lux measured in models

∣∣∣
2
.

The relationship between channel shape and flux estimation
error is neither simple nor monotonic, and the shape of the
channel influences the flux estimates differently for differ-
ent rheologies and channels, due to the variable distribution
of velocities within each flow.

Implications for interpreting old flows

The geometry of solidified lava flows is often used for the
estimation of effusion rate and rheology in the absence of
direct observations during flow emplacement. This is espe-
cially the case for submarine flows (Fundis et al. 2010) and
for flows on other planets, where rheology can be used to
infer chemical composition.

For flows on Ascraeus Mons, Mars, Hiesinger et al.
(2007) calculated viscosities in the range of 5.52 × 104 to
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Fig. 6 Error in flux estimations for as a function of the
channel’s deviation from a rectangle. The error is defined as
|1 − f lux calculated using Equation 3

f lux measured in models |2. The horizontal axis gives the
models’ deviation from a rectangle, defined as D = |1 −
actual cross section area

width×depth |. Overall there is a positive proportionality
between the error in flux and deviation from rectangle. However this
relationship depends also on shape and rheology details. The black
curve shows the error in flux caused solely by the cross-section area
being smaller than the equivalent rectangle. This error is calculated as:
|1 − f lux calculated using Equation 3×(1−D)

f lux measured in models |2. The difference between
the markers and the black curve highlight the influence of the different
distribution of velocities within each channel

2.86 × 107 Pa/s, depending on the analytical approxima-
tion used and the selected channel, but always assuming a
rectangular channel. Based on cross-sections derived from
MOLA data (Baloga et al. 2003), both V-shaped and a
semi-elliptical channels are possible on Mars. If, in fact,
the shape of the Ascraeus Mons channels is closer to a
semi-circle, then the viscosities reported by Hiesinger et al.
(2007) are approximately 15 % too high, and if closer to a
V-shape, then the values would be two times too high. Our
results suggest that the potential error would be smaller if a
semi-elliptical channel approximation was used.

Conclusions

The influence of channel geometry on estimates of lava vis-
cosity and mass flux made from measurements of surface
velocity has been assessed using numerical models. Overall,
errors introduced by assuming an inaccurate channel shape
are comparable to, or even larger than those stemming from
uncertainties in flow thickness, which is usually assumed
to be the largest unknown. For Newtonian fluids, we find
that channel shape alone can make the apparent viscosity
of the flowing lava appear to be 3.5 greater (when applying
the Jeffreys equation on a narrow semi-elliptical channel),

829, Page 6 of 15 Bull Volcanol (2014) 76:829

Fig. 2 Geometries used for numerical forward models. a–h Geo-
metrical shapes of models 1–8 (width is always 1 m): a A narrow
rectangular channel (also used for testing against analytical solu-
tion); b A shallow rectangular channel. c–e Semi-elliptical channels,
width depths of 0.25, 0.375, and 0.8 m; f A V-shaped channel with

a depth of 0.5m; g A trapezoid channel, width a depth of 0.4m. h A
partially-filled elliptical tube with a minor axis radius of 0.375 m; i-j
Cross-sections from the Mauna Loa 1984 flow, extracted from LiDAR
data by Hannah Diettriech. k–m Cross-sections from the Etna 2004
flow, taken from James et al. (2007)
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June 18th, 
1pm

of three-phase lavas between about 109 and 1013 Pas (e.g.[Avard and Whittington, 2012]). We will also
apply it to bulk, remelted glass (one-phase) and samples cored from the two-phase experiments (crystals
+ liquid) described above, giving us a one-, two- and three- phase dataset at high viscosity and low strain
rates (10-7 to 10-4 s-1).

3.1.4 Field-scale remote "rheometry"
We will calculate the rheological parameters for flowing KLERZ lava at the field scale by measuring

the kinematic behavior of the flow using velocimetry on UAS video, and then inverting for the rheology
by seeking the best fitting solution of a numerical flow model of the observed flows. The videos we will
analyze and models will match closely in time and space the sources of the samples used in the lab-scale
rheometry and microstructure analysis.

A) Observational dataset
During the KLERZ eruption, UASs captured a comprehensive time-series of overhead videos of channelized
lava (the "Fissure 8", or F8 flow). The videography campaign was purposefully designed to collect data
suitable for capturing the local flow dynamics by hovering above specific sites spaced 200-1300 m apart
along the length of the open channel and revisiting them throughout the duration of the eruption. Figure 3
shows sites of repeated UAS hover videos. The distal portion of the flow field was dynamic, and the two sets
of sites (16–19 and 16B–21) follow the channel routes in June to mid-July (northern route) and mid-July
to August (southern route). The proximal sites record pahoehoe lava with little crust cover, while the distal
sites capture behavior entirely in the ‘a‘a flow regime. Sites within the braided section of the flow recorded
video over parallel channels.

Over 500 hover videos were acquired at revisited sites over the course of the Fissure 8 eruption between
May 30 and August 5. Videos were collected day and night at an altitude of ⇠1000 ft,are 1.5–10 minutes
long, have 4K or better resolution, and were recorded at nadir with optical cameras stabilized with gimbals.
Resulting ground resolution is ⇠20 cm/pixel. These datasets are valuable for capturing the rheological
evolution along the flow, as well as throughout the eruption. We will select videos that correspond as closely
as possible in time and space to the acquired natural samples, as well as videos from sites that will expand our
along-flow and along-duration span. All videos and metadata will be available to us through a collaboration
with the USGS (co-I Dietterich), and are also being prepared for future public release by the USGS.

Sp
ee

d 
(m

/s
)

Figure 6: Lava surface velocity measured using Optical Flow
from a hover video captured by a UAS on June 18th near UAS site
8. Influence of channel width and slope variations, cross-channel
asymmetry, and the high speed of the flow (>9 m/s), are apparent.
The background is a frame from the analyzed video.

B) Lava flow velocimetry
We will analyze the UAS hover videos using ei-
ther Optical Flow [Horn and Schunck, 1981, Sun
et al., 2010] or Particle Image Velocimetry (PIV)
techniques. Lev et al. [2012] used Optical Flow to
measure the two-dimensional surface velocities of
laboratory-scale basaltic lava flows. We will fol-
low the same technique as in Lev et al. [2012],
tuning parameters to the specifics of the KLERZ
UAS footage. Another well-established technique
for measuring velocities of imaged objects, PIV is
based on identified and tracking features in a se-
quence. PIV is often significantly faster than Op-
tical Flow, but may result in a lower quality veloc-
ity field if features are difficult to identify. For each
dataset, we will choose which technique works best,
depending on conditions (lighting, speed, smooth-
ness/sharpness of the velocity field), and the con-
sistency of the results. From preliminary analy-
sis, though, it appears that both methods work ex-
tremely well on the KLERZ UAS data (Figure 6, Lev et al. [2018]). Scale for video analysis and channel
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geometry data are provided by the UAS photogrammetry-derived digital elevation models (DEM), LiDAR
survey, or helicopter thermal maps that are most closely matching in acquisition time.

C) Extracting rheological parameters – Analytical approximation
Once we obtain the flow surface velocity field from the aerial videos, we will invert for the lava’s

bulk rheological parameters by comparing the velocity with analytical and numerical models. Analytical
expressions describing viscous flow in a confined channel are established for Newtonian and non-Newtonian
fluids [e.g., Griffiths et al., 2003, Tallarico and Dragoni, 1999]. The accuracy of analytical solutions for flow
in a channel depends strongly on how well flow thickness is constrained. We will incorporate syn- and
post-eruption knowledge of lava thickness (e.g., Figure 3b, and post-eruption UAS survey of the drained F8
channel) to constrain channel depth.

Given that the F8 flow appears in thermal images to maintain temperature in the limited extent of each
hover video, we will employ the method described by Robertson and Kerr [2012] to invert for lava rheology.
Robertson and Kerr [2012] provide an algorithm for deducing a total volumetric flux Q through a channel,
and the yield stress ⌧y and viscosity ⌘ of a Bingham fluid flowing in the channel, given the flow’s thickness
H, maximum surface velocity Um and central plug width Wp. This is a powerful approach in sites along
the F8 channel, where post-eruption high resolution topography data provides good constraints on channel
depth. Robertson and Kerr [2012] also provide a related algorithm, to determine H,⌘ and ⌧y given Q,Um

and Wp, which we will employ to find channel depth given the eruption-time estimates of flux recorded
by the USGS. We note that we will not use the classical equations given by Tallarico and Dragoni [2000],
because Robertson and Kerr [2012] convincingly demonstrated they produce erroneous predictions.

D) Extracting rheological parameters – Novel numerical forward models of channelized flow
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Figure 7: Velocity field from a depth-integrated DG
numerical forward-model of the F8 lava flow shown
in Figure 6

.

Analytical and semi-analytical expressions cannot handle
complexities such as spatial variation in channel width and
depth and temporal variation in incoming flux or lava proper-
ties (e.g., crust cover, temperature). In addition, the F8 flows
exhibited speeds as high as 15 m/s near the vent during high
flow pulses. Such high speeds, when combined with nar-
rowing channel geometry, yield Reynolds numbers that are
significantly higher than typical lava flows, and place the F8
flows within the transitional and even turbulent regime (Re
> 3000). Therefore, we will use a new finite-element model
[Conroy and Lev, 2018, in prep] capable of simulating chan-
nelized lava flow in complex conditions.

The large Reynolds number associated with the F8 flows
means that the dynamics can be well approximated by two-
dimensional depth-integrated equations for mass, momen-
tum, and energy. Our model builds approximate solutions to
these equations using discontinuous Galerkin (DG) finite el-
ement methods [Cockburn and Shu, 2001] and discretize the
complexities of the lava channel domain with unstructured
triangular meshes. Heat transfer considers radiation, con-
duction to the ground, and air convection. The DG method
is a judicious choice for modeling lava flows because of the
weak constraints it places on the continuity of the flow field.
This allows the discontinuous thermodynamic properties of
the lava (e.g. crust formation) to be readily captured by the
model. Further, even though DG methods are discontinuous
they still conserve mass, momentum, and energy both locally and globally [Cockburn and Shu, 2001]. The
application of this newly developed modeling tool will be a significant contribution to volcanology, where
existing tools are usually limited to idealized channel geometries. Verification of the DG solution of the
mass and momentum equations in the depth-averaged and full three- dimensional case is well documented
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Comparing with microstructure

and Sparks, 1978; Pinkerton and Norton, 1995). Additionally, we
re-analysed rheological data from lava samples collected by Lavallée
et al. (2007) and Ishibashi (2009) to investigate if our equations are
still valid at different conditions of strain rate — stress and different
crystals shapes.

We assume that the rheology of lavas is described by Eq. (1). In
Castruccio et al. (2010) we obtained the following relationships
between the crystal content ϕ and the parameters K, n and τy of the
Herschel–Bulkley equation from experiments with sugar crystals in
syrup:

K ϕð Þ ¼ Ko 1− ϕ
ϕm

! "−2:3
ð11Þ

n ϕð Þ ¼
1 ϕ≤ϕc

1þ 1:3
ϕc−ϕ
ϕm

! "
ϕNϕc

8
<

: ð12Þ

τy ϕð Þ ¼
0 ϕ≤ϕc

D ϕ−ϕcð Þ8 ϕNϕc

#
ð13Þ

where ϕm is the maximum packing fraction, ϕc is the crystal fraction
when non-Newtonian behaviour starts to occur and was empirically
determined to be:

ϕc ¼ 0:44ϕm ð14Þ

and D is a fitting parameter.
These equations are very similar to those obtained by Mueller et al.

(2010) using rotational rheometer measurements of mixtures of
silicone oil and particles of different shapes, and the results given in
this section are in close agreement with results using their equations.

We determined the crystal content of the Etna samples from point
counting with images taken from optical microscope and SEM. The

chemical composition of the glass was determined using the Cameca
SX100 microprobe at the University of Bristol and the temperature
was estimated using theMg content in glass geothermometer described
by Putirka (2008). The viscosity of the melt was then calculated using
the composition and temperature with the formulae of Giordano et al.
(2008). Finally,wefit the rheological datawith theHerschel–Bulkley re-
lationship to solve for the maximum packing fraction of the suspension
and the yield strength fitting parameter D, minimising the squared
residuals in the applied stress.

4.1. Results

4.1.1. Sample E21
Sample E21 was collected by H. Pinkerton and R.S.J. Sparks from a

lava flow during the 1975 eruption of Etna volcano. The sample was
partially water cooled from Bocca 1 (Pinkerton and Sparks, 1976). The
sample has a total crystal content (volume fraction) of 0.46, with 0.33
of phenocrysts and 0.13 of microphenocrysts (we defined phenocrysts
N1 mm, 0.1 b microphenocrysts b 1 mm and microlites b0.1 mm).

The phenocrysts are mainly plagioclase with length/width ratios of
3–4 on average and maximum lengths of 4 mm, with minor amounts
of olivine and pyroxene. Temperatures were estimated using glass Mg
content, olivine-glass and plagioclase-glass thermometers (Putirka,
2008), with temperatures in the 1078–1107 °C range, in agreement
with the field measurement of 1086 ± 3 °C reported by Pinkerton and
Sparks (1978). We assumemelt water contents of b0.5% based on pub-
lished values for Etna lavas (e.g. Pinkerton andNorton, 1995; Andronico
et al., 2005), which is consistent with H2O-by-difference from micro-
probe totals for our samples. Using the method of Giordano et al.
(2008) we obtained a liquid viscosity of 823 ± 110 Pa s taking into
account the error associated with temperature estimates and water
content.

Fig. 5a shows the stress–strain rate data for this lavaflowcollected by
Pinkerton and Sparks (1978) using aMark 2 field viscometer at Bocca 1.
The best fit to a Herschel–Bulkley rheology (Eqs. (1) and (11)–(13))
was obtained with values of K = 7996 Pa sn, n = 0.76 and τy =
181 Pa, using ϕm = 0.73 and D = 1.4 × 109 Pa.
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Fig. 5. A) Strain rate–stress data (Pinkerton and Sparks, 1978) for the Etna sample E21. The line is the fit using Eqs. (11)–(13) with a maximum packing fraction ϕm = 0.73. B), C) and D)
Rheological parameters K, n and τy, respectively of theGPW83/2 sample taken from Pinkerton andNorton (1995). Thefilled diamondswith errors bars are the calculated parameters using
Eqs. (11)–(13) with a ϕm = 0.73. Circles are lavas with higher crystal content than triangles. See Pinkerton and Norton (1995) for discussion.
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Sample GPW 83/2 was collected by H. Pinkerton from an overflow

from the main channel at the 1983 Etna eruption. The sample was air
quenched. The sample has a total crystal content of 0.43, with 0.33 of
phenocrysts and 0.1 of microphenocrysts. The phenocrysts are mainly
plagioclase with length/width ratios of 3–4 on average and maximum
length of 4 mm, similar to the E21 sample. Temperatures estimates,
based on Putirka (2008) give a range between 1078 and 1096 °C, just
bracketing the reported temperature of 1095 °C from where it was
collected (Pinkerton and Norton, 1995). The lower calculated tempera-
tures may reflect the fact that the sample was air quenched. Fig. 5b, c
and d shows the calculated K, n and τy by Pinkerton and Norton
(1995), using a rotational viscometer. The filled diamonds with error
bars are the calculated values of the sample using Eqs. (11)–(13) with
a maximum packing fraction similar to sample E21 (0.73). Both calcu-
lated K (3312) and n (0.77) fall well into the range of the measured
values. The calculated yield strength is 43 Pa, also inside the bounds of
the estimate of Pinkerton and Norton (1995).

Our samples from the 2002 Etna eruption thatwe analyse in thenext
section, are very similar to both E21 and GPW 83/2 in terms of crystal
content and glass composition, except that microlites (b0.1 mm) are
more abundant in the 2002 samples. This difference is likely due to
the fact that the 2002 samples were collected from solidified deposits
and were affected by post-emplacement crystallisation in contrast to
the quenched samples E21 and GPW 83/2. If we consider only the sam-
ple closest to vent from the 2002 eruption (sample AET-6), and consider
only the phenocrysts and microphenocrysts (i.e. crystals N0.1 mm),
the crystal content (0.45) is very similar to both quenched samples
analysed here.

4.1.3. Other examples from literature
There are other published lava rheology datasets that have been fit

to a power-law stress–strain rate relationship, which is a special case
of the Herschel–Bulkley constitutive equation with τy = 0. Lavallée
et al. (2007) analysed four highly-crystalline samples ranging from an-
desite to dacite, from different volcanoes (Colima, Unzen, Bezymianny
and Krakatau) with crystal contents ranging from 0.5 to 0.8. They used

a parallel plate uniaxial press to investigate the stress–strain rate behav-
iour of the samples. The temperature of the experiments ranged from
940 to 1010 °C. We selected the samples from Colima, Unzen and
Krakatau as the sample from Bezymianny was too crystalline (ϕ =
0.8) and lies outside the range (ϕ b 0.7) of the experiments with which
we determined Eqs. (11)–(13). The rheological data of Lavallée et al.
(2007) are plotted in Fig. 6a and b. The best fits with Eqs. (11)–(13)
are using a maximum packing fraction of 0.69 (Colima) and 0.77
(Krakatau).

Ishibashi (2009) studied the rheology of a Fuji volcano basalt sam-
ple, erupted in 1707, using a concentric cylinder rotational viscometer
at temperatures between 1157 and 1297 °C. The crystal content varied
from 0 up to 0.25 and was mainly composed of plagioclases with very
high length/width ratios (mean ratio of 8.5). The data of K and n obtain-
ed by Ishibashi (2009) are plotted in Fig. 6c and d. The best fit of the data
with Eqs. (11)–(13) was obtained using a maximum packing factor of
0.44. Ishibashi (2009) did not report any yield strength from the
samples. More recent concentric cylinder rheology measurement by
Vona et al. (2011) on re-melted Stromboli and Etna magmas with crys-
tal content up to 0.27, had very similar results, with ϕm = 0.37–0.42
(Fig. 6c, d), using the parametrization of Mueller et al. (2010). This
maximum packing fraction is lower than the values we use for Etnean
lavas in this study because of differences in crystal shapes reflecting
differences in crystallization conditions: the crystals that formed in
the rotational viscometer from samples remelted at atmospheric
pressure were mainly very elongated plagioclases, opposed to the
more equant crystal shapes of the natural samples analysed here that
must have dominantly crystallised during ascent given the crystallinity
of lava close to the vent.

4.2. Discussion

For all of the samples described in Section 4.1, the rheological data
are well-represented by the Herschel–Bulkley relationship with the pa-
rameterization of Castruccio et al. (2010) (Eqs. (11)–(13)) for a given
crystal content ϕ. The calculated K and n are in excellent agreement
with the data for all the analysed samples, but the yield strength is not
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Colima 
phi_m= 0.69

Krakatau 
phi_m= 0.77

regime. The field observations at the 2002 Etna eruption also suggest
that the main control on lava advance is exerted by the rheology and
flow at the front. The presence of a toothpaste-like overflow at the
very front of the NE flow implies that a relatively less viscous, hotter

volume of lava was contained by themore mature flow front. The over-
flow occurred 5 days after the front stopped (Andronico et al., 2005),
when the pressure built up and was large enough to break and over-
come the front. This corresponds to a late event, but suggests that if
the flow rate from the channel zone is large enough compared with
the advance and growth of the front, it will overcome the front and
will dominate the advance, consistent with analysis of Hawaiian flows
by Castruccio et al. (2013), with typical effusion rates N100 m3/s, but
also could be related to waxing stage of a flow. If the flow rate from
the channel is low enough, as in the present case studied, then the
front rheology will dominate, because its proportion is not decreasing
compared with the hotter lava that is being effused, comparable to the
analogue laboratory experiments of gravity currents with two fluids of
different rheology presented here.

The method presented here offers the prospect of extracting key
eruption parameters such as eruption rate and front evolution from
the deposit dimensions and petrography. Measured thicknesses and
widths of the flow are assumed to represent the dimensions of the
front flow during its passage and are used together with the rheology
estimates to obtain velocities and flow rates. The rheology of the flow
can be inferred from samples taken from the flow; analysing the glass
compositionwe obtain the liquid viscosity and together with the choos-
ing of an appropriate ϕm (based in crystal shape and distribution) K and
n are obtained. We have assumed that the most reliable estimate of τy
for flow advance modelling is obtained from the levee dimension,
which also reflects large-scale flow behaviour of the lava.

In order to apply ourmethod confidently to determine flow advance
and effusion rates from lavas, it is necessary to establish withmore cer-
tainty what fraction of the crystals formed after flow emplacement in
order to refine the estimation of the crystal content at the flow front
during flow advance. Also, flow thicknesses should be measured care-
fully during and after the eruption to confirm that post-eruption flow
thicknesses are related to the flowing conditions, especially at proximal
zoneswhere the velocity is high and themodelled evolution is very sen-
sitive to the input thickness. Finally, the parameterization of the yield
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Fig. 11.A)Modelled flow evolution using Eq. (6) of the flow in the NE flank during the 2002 Etna eruption. B) Data (dots) and calculated (line) flow rates. C) Fitting of the evolution of the
flowobtained using the threemodels discussed in Castruccio et al. (2013). D)Modelledflowevolution of the 2002 Etnaflowusing a Binghammodel (Eq. (6) butwith n=1). The thin solid
line is the modelled evolution using a rheology adapted to the Etna lavas (thin line in b). The only fitting parameter is the ϕm from which the Bingham viscosity was calculated with the
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Rowland, 2001) using the same melt viscosity (based on petrology) as
for the Herschel–Bulkley case. The modelled front position versus time
for the Bingham rheology (Fig. 11d) does not fit the data as closely as
for the Hershel–Bulkley rheology in the initial stages (Fig. 11a) and
the final position is overestimated by about 40%, compared with less
than 5% for the Hershel–Bulkley rheology.

We also tested the applicability of three simpler lava flow models
based on scaling arguments that we developed in Castruccio et al.
(2013): Newtonian, yield strength in a growing crust (YSC) and a core
yield strength (YS) regimes (Fig. 11c). The fit of the YSC model to data
on flow front position with time is particularly good and was done
with a single yield strength for the crust of 3.5 × 105 Pa, which is the
same order of magnitude we calculated for several eruptions at differ-
ent volcanoes (Castruccio et al., 2013). Castruccio et al. (2013) found
that YSC regime was also the most likely of these three regimes for
the 2001 and 2006 Etna eruptions. In all three Etna case studies, the
Newtonian and YS regimes are rejected for the same reasons: With

the Newtonian regime the calculated flow thicknesses are significantly
greater than those of actual flows observed in these, or comparable
flows at Etna (Fig. 12a). With the YS regime, where the core of the
flow and not just the crust has strength, the lava yield strength inferred
from the flowmodel is much higher than the value obtained with field
measurements.

The YSC scaling model gives similar results for the front advance to
the two-dimensional HB model proposed here, despite moderate
discrepancies in the thicknesses of the lava flow predicted by the YSC
model compared to the actual thickness of the lava flow (Fig. 12a).
Both models include an increase in resistance to flow with time but in
the YSC model this resistance is related to a thickening crust whereas
in the two-dimensional HB model, the increased resistance is related
to changes in crystallinity, and thus rheology, of the lava at the flow
front with time. We favour the HBmodel for the 2002 eruption because
the force balance that is the basis for the YSC model requires that the
yield strength of the crust dominates over the internal viscosity in

Fig. 9. Samples from the 2002 NE lava flow, Etna volcano. Images of samples AET-6 (A, C and E) and AET-2 (B, D and F). A) and B) are scans of the polished Sections. C) and D) are optical
microscope images and E) and F) are SEM images. Notice the orientation of elongated plagioclases in sample AET-2 (B and F).
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ing light microscopy (PLM). Continued microtextural analysis will be conducted using the back-scattered
electron (BSE) imaging system on the UHM FEG-EPMA. A subset of samples will be analyzed in 3D at the
University of Missouri micro-CT facility, with selection criteria including (a) presence of large (>cm-scale)
vesicles; (b) intergrowths or clustering; (c) polymodal particle aspect ratios; (d) spatial heterogeneities such
as flow banding and particle alignment, or (e) any other features unsuited to standard stereological practices
[Higgins, 2000].

Site 8 (KE62-3361F)Near vent (KE62-3354F)D E

KE62-3309

1cm 1cm

Figure 4: Lava microstructure and textures of samples from the KLERZ Fissure 8 flow. Panels A–C are BSE images (produced by
UH) of USGS sample KE62-3309, collected in Leilani Estate close to the F8 vent. These reveal many features influencing suspen-
sion rheology. Crystals are polydisperse (from um-scale to mm-scale) and morphologically diverse (including equant, skeletal, and
high-aspect tabular shapes, B). Texture is heterogeneous with respect to particle concentration, at the mm-scale (B) and includes
a variety of intra-crystalline relationships (isolated, weakly clustered, and felty-intergrown) as well as particle-bubble interaction
(C). Panel D and E are three-dimensional maps of two KLERZ samples, produced by CT scanning of hand samples at MU. D) A
highly vesicular sample collected near the F8 vent. Gradient in vesicle size and shape is clear (USGS sample ID: KE62-3354F); E)
A lower vesicularity sample collected near UAS site 8, 4 km down flow from the vent (USGS sample ID: KE62-3361F).

3.1.3 High-temperature rheometry of KLERZ lavas
Samples of KLERZ lavas will be studied at MU using the methods and equipment described by Sehlke et al.
[2014]. The first experiments will characterize the viscosity of pure melt, from 1500�C to the glass transition
(⇠700�C). Four additional series of experiments will be conducted, to fully characterize the rheology of
flowing lava during its emplacement:

1. Viscosity of crystal-liquid suspensions at different crystal fractions will be measured at constant tem-
perature and several strain rates, to get a "flow curve" of stress vs strain rate for a given temperature
and crystal content. The lava is extracted from the furnace and quenched in water in just a few sec-
onds, allowing crystallinity, phase chemistry and textures to be determined at each temperature, and
cross-referenced with the natural samples. We have used this approach for lavas collected from Kı̄lauea
(Sehlke et al. [2014]; Fig. 5), several other basaltic volcanoes [Soldati et al., 2016, Soldati et al., 2017],
and a variety of extraterrestrial melt analogs [Sehlke and Whittington, 2015, Morrison et al., 2019]. We
plan experiments at ten different temperatures to capture the evolution of equilibrium rheology as the
lava cools.
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and Sparks, 1978; Pinkerton and Norton, 1995). Additionally, we
re-analysed rheological data from lava samples collected by Lavallée
et al. (2007) and Ishibashi (2009) to investigate if our equations are
still valid at different conditions of strain rate — stress and different
crystals shapes.

We assume that the rheology of lavas is described by Eq. (1). In
Castruccio et al. (2010) we obtained the following relationships
between the crystal content ϕ and the parameters K, n and τy of the
Herschel–Bulkley equation from experiments with sugar crystals in
syrup:
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ϕm
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where ϕm is the maximum packing fraction, ϕc is the crystal fraction
when non-Newtonian behaviour starts to occur and was empirically
determined to be:

ϕc ¼ 0:44ϕm ð14Þ

and D is a fitting parameter.
These equations are very similar to those obtained by Mueller et al.

(2010) using rotational rheometer measurements of mixtures of
silicone oil and particles of different shapes, and the results given in
this section are in close agreement with results using their equations.

We determined the crystal content of the Etna samples from point
counting with images taken from optical microscope and SEM. The

chemical composition of the glass was determined using the Cameca
SX100 microprobe at the University of Bristol and the temperature
was estimated using theMg content in glass geothermometer described
by Putirka (2008). The viscosity of the melt was then calculated using
the composition and temperature with the formulae of Giordano et al.
(2008). Finally,wefit the rheological datawith theHerschel–Bulkley re-
lationship to solve for the maximum packing fraction of the suspension
and the yield strength fitting parameter D, minimising the squared
residuals in the applied stress.

4.1. Results

4.1.1. Sample E21
Sample E21 was collected by H. Pinkerton and R.S.J. Sparks from a

lava flow during the 1975 eruption of Etna volcano. The sample was
partially water cooled from Bocca 1 (Pinkerton and Sparks, 1976). The
sample has a total crystal content (volume fraction) of 0.46, with 0.33
of phenocrysts and 0.13 of microphenocrysts (we defined phenocrysts
N1 mm, 0.1 b microphenocrysts b 1 mm and microlites b0.1 mm).

The phenocrysts are mainly plagioclase with length/width ratios of
3–4 on average and maximum lengths of 4 mm, with minor amounts
of olivine and pyroxene. Temperatures were estimated using glass Mg
content, olivine-glass and plagioclase-glass thermometers (Putirka,
2008), with temperatures in the 1078–1107 °C range, in agreement
with the field measurement of 1086 ± 3 °C reported by Pinkerton and
Sparks (1978). We assumemelt water contents of b0.5% based on pub-
lished values for Etna lavas (e.g. Pinkerton andNorton, 1995; Andronico
et al., 2005), which is consistent with H2O-by-difference from micro-
probe totals for our samples. Using the method of Giordano et al.
(2008) we obtained a liquid viscosity of 823 ± 110 Pa s taking into
account the error associated with temperature estimates and water
content.

Fig. 5a shows the stress–strain rate data for this lavaflowcollected by
Pinkerton and Sparks (1978) using aMark 2 field viscometer at Bocca 1.
The best fit to a Herschel–Bulkley rheology (Eqs. (1) and (11)–(13))
was obtained with values of K = 7996 Pa sn, n = 0.76 and τy =
181 Pa, using ϕm = 0.73 and D = 1.4 × 109 Pa.
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Fig. 5. A) Strain rate–stress data (Pinkerton and Sparks, 1978) for the Etna sample E21. The line is the fit using Eqs. (11)–(13) with a maximum packing fraction ϕm = 0.73. B), C) and D)
Rheological parameters K, n and τy, respectively of theGPW83/2 sample taken from Pinkerton andNorton (1995). Thefilled diamondswith errors bars are the calculated parameters using
Eqs. (11)–(13) with a ϕm = 0.73. Circles are lavas with higher crystal content than triangles. See Pinkerton and Norton (1995) for discussion.
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For solid particles:



How lava flows are currently modeled?

• Goals of flow modeling 

• Classes of models: 

• Probabilistic vs. Deterministic models 

• Physics-based vs. Rule-based models 

• Testing and evaluating models 

• Analog (physical) modeling



Two2 classes of models

• Deterministic — same result every time the model is run 

• Probabilistic / Stochastic — include randomness

• Physics based — use viscosity, stress, temperature… 

• Rule based — e.g., “go in steepest direction”



Lots of useful information in two recent special volumes:  

• 2015 Geological Society 

• 2018 Annals of Geophysics



incorporated into other software. Lava modeling capabilities and com-
puter processing power has improved over the past decade, and FLOWGO
remains often cited, being recognized as the only
thermo-rheological-based model. Some authors have therefore used it to
reproduce natural flow evolution of past (e.g. Riker et al., 2009; Wantim
et al., 2013) or ongoing eruptions (Harris et al., 2011; Wright et al.,
2008), as well as producing hazards maps (Rowland et al., 2005) and
applying FLOWGO as a reference to compare results of other models
against (e.g. Cordonnier et al., 2015) or as input to develop new proba-
bilistic models (e.g. QLAVAH, Mossoux et al., 2016).

The focus of the present work is thus to provide FLOWGO in a modern
and flexible language. We chose Python because it provides useful

libraries, is open-source, and its object-oriented approach allows for great
flexibility. Python also has been widely adopted in scientific computing
during the recent years and has been described as “the next wave in Earth
Sciences Computing because it simply enables users to do more and
better science” (Lin, 2011). Furthermore, Python can be run on any
operating system which guarantees portability. Here, we describe the
architecture of our new open-source code, named PyFLOWGO, explain-
ing the various models (heat flux, rheology, crystallization rate, crust
temperature, crust cover fraction) that can currently be chosen to set-up a
lava flow simulation. So that the model can be trusted as an operational
tool with known uncertainty we tested the output against previous iter-
ations of the model. As validation, we followed three cases for which

Fig. 1. Schematic view of the thermo-rheological model FLOWGO illustrating the heat box model of the control volume of lava advancing through a channel (modified from Harris and
Rowland, 2001). The lava viscosity and yield strength are estimated within the control volume according to the lava state within the box (including thermal state: heat budget, temperature
of core, base, surface, crust; and physical state: crustal coverage, crystallinity, vesicularity) in order to compute the velocity and corresponding channel width (for a fixed effusion rate) used
for the next step. This model assumes a “cooling limited” lava flow behavior: the lava stops flowing because it has cooled to such an extent that its rheological behavior impede motion.
Qrad , Qconv and Qrain are heat losses into the atmosphere due to radiation, forced convection due to heating of the air above the lava surface and effect of rain, respectively. Qcond is the heat
loss by conduction into the cooler base and levees. Qcryst and Qvisc are the heat gain due to crystallization and viscous dissipation, respectively. Dimensions d and w are the channel depth
and width, and θ is the underlying ground slope.

Fig. 2. PyFLOWGO UML class diagram - top level. The interfaces (labeled “I” and with the prefix “base”) provide parameters to main classes (labeled “C”) that enable the Integrator to
update the flow State at discrete positions along a slope.
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for PdF2010, temperature convergence seems to be reached only at
smaller step sizes (Fig. 5). For these three test cases, we conclude that a
10 m step is a maximum step size that must be used to run PyFLOWGO in
order to guarantee small numerical errors on simulated lava flow prop-
erties and dimensions. Initial convergence tests by Harris and Rowland
(unpublished) and by us here indicate 10 m as being an optimum step
size in terms of errors and run time. As mentioned in the previous section
a convergence study must be performed for every new studied case.

6.2. Results and validation against FLOWGO

Fig. 6 plots lava core temperature, bulk viscosity and mean velocity
computed with PyFLOWGO against the results from FLOWGO Excel
spreadsheets prepared for the same test cases by Harris and Rowland
(2015), Robert et al. (2014) and Harris et al. (2015), using identical input
parameters (see Table A.3 in appendix). For all the cases, PyFLOWGO
reproduces the FLOWGO results perfectly. Note that the oscillations in
mean velocity for ML84 and Pdf2010 come from the small spatial reso-
lution of the line of steepest descent. To obtain less noisy results, one
could filter the DEM data. For Mauna Ulu 1974, we used the same slope
path as the one provided by Robert et al. (2014), specifically one value
every 200 m. The PyFLOWGO run at this 200 m step size thus reproduces
very well the results of Robert et al. (2014), but a comparison with
PyFLOWGO run at a step size of 10 m shows that convergence was not
actually reached using the 200 m step size. Here one can see that using an
appropriate step size is necessary to avoid large errors (in this case the

distance reached differs by 1 km on a total distance of 6.5 km).

7. Conclusion

This paper describes PyFLOWGO, a software written in Python to
run FLOWGO, a thermo-rheological framework for lava flowing in a
channel as originally presented by Harris and Rowland (2001).
PyFLOWGO is constructed in a similar manner as FLOWGO to allow
estimation of all parameters involved in the thermo-rheological evo-
lution of a control lava volume flowing down a channel. We present
here the architecture of the code, as well as the discretized formulation
of the channelized lava flow problem and the various models that can be
selected according to the study case. This new code is written with the
object-oriented programming language Python v3, and offers more
flexibility while reducing the risk of making error when changing
models in comparison to the previous FLOWGO version which was
written in Excel. The user can run PyFLOWGO using already imple-
mented models, or extend the code with new models by simply imple-
menting the base classes. Communication through interfaces allow tests
of different models on the same study case, without modifying the code
architecture. This software, used as a model testing platform, also al-
lows the user to easily and quickly set up new complex cases of lava flow
simulation to test.

PyFLOWGO has been successfully validated against FLOWGO via
three test cases (Mauna Loa 1984, Mauna Ulu 1974 and Piton de la
Fournaise 2010). For each test case, a convergence study has been

Fig. 6. Validation of PyFLOWGO (blue line) against the Excel version of FLOWGO (dashed red line). Here are shown examples of output data (velocity, core temperature and channel
width) obtained for Mauna Loa 1984 (a, b, c) according to ”cold” regime as given by Harris and Rowland (2015); for Mauna Ulu 1974 (d, e, f) according to a corrected data set from the
published version of Robert et al. (2014); and for Piton de la Founaise 2010 (g, h, i) using the SRTM acquisition slope path from Harris et al. (2015). The input parameters are given in
Table A.3 in appendix. Field data are also plotted for comparison. Note also that the line-of-steepest-descent for Mauna Ulu 1974 and for Piton de la Founaise 2001 is given only until
6 000 m and 1 000 m, respectively; the last section of the slope is therefore equal to the last slope value. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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actually reached using the 200 m step size. Here one can see that using an
appropriate step size is necessary to avoid large errors (in this case the

distance reached differs by 1 km on a total distance of 6.5 km).

7. Conclusion

This paper describes PyFLOWGO, a software written in Python to
run FLOWGO, a thermo-rheological framework for lava flowing in a
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PyFLOWGO is constructed in a similar manner as FLOWGO to allow
estimation of all parameters involved in the thermo-rheological evo-
lution of a control lava volume flowing down a channel. We present
here the architecture of the code, as well as the discretized formulation
of the channelized lava flow problem and the various models that can be
selected according to the study case. This new code is written with the
object-oriented programming language Python v3, and offers more
flexibility while reducing the risk of making error when changing
models in comparison to the previous FLOWGO version which was
written in Excel. The user can run PyFLOWGO using already imple-
mented models, or extend the code with new models by simply imple-
menting the base classes. Communication through interfaces allow tests
of different models on the same study case, without modifying the code
architecture. This software, used as a model testing platform, also al-
lows the user to easily and quickly set up new complex cases of lava flow
simulation to test.

PyFLOWGO has been successfully validated against FLOWGO via
three test cases (Mauna Loa 1984, Mauna Ulu 1974 and Piton de la
Fournaise 2010). For each test case, a convergence study has been

Fig. 6. Validation of PyFLOWGO (blue line) against the Excel version of FLOWGO (dashed red line). Here are shown examples of output data (velocity, core temperature and channel
width) obtained for Mauna Loa 1984 (a, b, c) according to ”cold” regime as given by Harris and Rowland (2015); for Mauna Ulu 1974 (d, e, f) according to a corrected data set from the
published version of Robert et al. (2014); and for Piton de la Founaise 2010 (g, h, i) using the SRTM acquisition slope path from Harris et al. (2015). The input parameters are given in
Table A.3 in appendix. Field data are also plotted for comparison. Note also that the line-of-steepest-descent for Mauna Ulu 1974 and for Piton de la Founaise 2001 is given only until
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Cellular Automata models (MAGFLOW, SCIARA…)

The MAGFLOW model is based on a Cellular Automata structure, defined by a 
regular mesh with square cells. Two state variables are defined for each cell: 
thickness of lava and quantity of heat.

A Monte Carlo approach is used to solve the 
anisotropic problem, deriving from the kind of 
evolution function used.

MAGFLOW Model

RRR

The evolution function of the CA is a steady state solution of Navier-Stokes 
equation in the case of a Bingham fluid that flows on an inclined plane.

The viscosity and the yield strength of lavas depend 
on the temperature and water content (Giordano and 
Dingwell, 2003; Ishiara et al., 1990).
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For example, assume that d ¼ 2 and let f0, f1($), f2($),. be the
univariate polynomial basis. Then for p ¼ 2 (which implies P ¼ 5)
the Jk family can be built as follows:

a0 ¼ f0;0g; J0 ¼ f0f0;
a1 ¼ f1;0g; J1ðx1; x2Þ ¼ f1ðx1Þf0;
a2 ¼ f0;1g; J2ðx1; x2Þ ¼ f0f1ðx2Þ;
a3 ¼ f1;1g; J3ðx1; x2Þ ¼ f1ðx1Þf1ðx2Þ;
a4 ¼ f2;0g; J4ðx1; x2Þ ¼ f2ðx1Þf0;
a5 ¼ f0;2g; J5ðx1; x2Þ ¼ f0f2ðx2Þ:

Assuming the PCE coefficients bk are known, the total and
conditional variances of y can be computed as
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i.e. ku is the set of all polynomial basis functions which have an
explicit dependency on the variables xi for i ˛ u.

Of course, since the finite-order polynomial expansion is an
approximation of the original function, Equations (6) and (7) only
give an approximation of the total and conditional variances. On the
upside, they are trivial to compute when the bk coefficients are
known.

Among the many possible ways to compute the PCE coefficients,
we used the so-called non-intrusive spectral projection. Exploiting
the orthogonality of the polynomial basis, we can write:

bk ¼ hyðxÞ;JkðxÞi
hJkðxÞ;JkðxÞi

where, again, h$; $imarks the inner product in the function space.
While the denominator can be computed analytically, the numer-
ator must be computed numerically when an analytical form of y is
not known, such as in our case.

For the numerical integration we opted for the Smolyak
quadrature formula with ClenshaweCurtis integration points
(Gerstner and Griebel, 1998) (see Fig. 2). Our choice was guided by
two factors: the sparseness of the grid and its nesting property, i.e.
the fact that the grid for integration with degree m contains the
points of the grids for integration with degree n < m: this
important properties allowed us to greatly reduce the number of
functional evaluations when increasing the accuracy of the
integration.

4.4. Fitness function

To be able to use PCE we need a single scalar value which
quantifies the variation in the result of different simulations. The
morphological aspect of a lava flow that is most important in the
applications of our model (scenario forecasting, hazard evaluation)
is the emplacement, i.e. the area subject to invasion by the flow. The
difference in emplacement between distinct lava flow fields (real or

simulated) can be quantified by a single scalar value with a fitness
value, computed as the ratio between the intersection and the
union of the affected areas (Fig. 3).

In formulas, for any emplacement A let jAj be the measure of its
area, and for any two emplacements A, B let AWB, AXB denote as
usual the union and intersections of the respective areas. Then the
fitness function is given by

Fig. 2. Two-dimensional ClenshaweCurtis integration grid on the unit square. Blue
points are the integration points for level 4, red points are the additional points to
complete the set of integration points at the next level. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this
article.)

Fig. 3. Graphical representation of fitness computation obtained overlaying a test
simulation with an actual emplacement (reference). Blue (0.58 km2) denotes common
invasion areas, yellow (0.08 km2) denotes underestimated areas (in the reference but
not in the tested simulation), red (0.03 km2) denotes overestimated areas (in the tested
simulation but not in the reference). Fitness is computed as the ratio between the blue
area and the union of all the areas, and in this case would be f ¼ 0.58/
(0.58 þ 0.08 þ 0.03) ¼ 0.8406 (e1 ¼ 0.9168). (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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fðA;BÞ ¼ jAXBj
jAWBj

:

This fitness function is the same used e.g. by Favalli et al. (2009)
in the sensitivity analysis of the DOWNFLOW probabilistic model
for lava flow simulation. Other choices of fitness functions are also
possible; for example, Rongo et al. (2008) define a fitness function
e1 ¼

ffiffiffi
f

p
to evaluate the application of the SCIARA cellular

automata model for lava flows.
The behavior of f and e1, and therefore the preference of one

over the other, is largely dependent on the shape of the
emplacement.

Assume that the reference emplacement is a perfect circle of
radius R (ideal case of eruption from circular vent on a horizontal
plane), with the test simulation being a concentric perfect circle of
radius r. We then have f ¼ r2/R2 while e1 ¼ r/R, with e1 seemingly
more appropriate than f. By contrast, for a channel flow of refer-
ence length L, test simulations of length l have f ¼ l/L and
e1 ¼

ffiffiffiffiffiffi
l=L

p
, and fwould seemmore appropriate than e1 as a fitness

index.
In our sensitivity analysis of the rheological parameters, we will

provide values for both f and e1, to ease comparisons with the other
cellular automata models mentioned earlier. While the specific
quantitative values of the fitness evaluations in our sensitivity
analysis depend on the choice of fitness function, the qualitative
behavior of the parameters will be the same for both choices, as
illustrated by the overall sensitivity indices (Table 2).

4.5. Sensitivity analysis data

The tests for the SA were built with the following possible
ranges of the parameters considered:

$ water percentage; range: 0.02 wt%e0.2 wt %;

$ solidus temperature; range: 800 Ke1100 K;
$ eruption temperature; range from 1360 Ke1450 K;

The range of variations were chosen based on the current
geophysical knowledge about the properties of Etnean lavas, as
well as from the results of the calibration and validation tests run
during the development of the MAGFLOW model. Due to the wide
amplitude of its range (one order of magnitude), the logarithm of
the water percentage parameter was considered as raw parameter
in the SA, rather than the water percentage itself.

The topography DEM and the flux rates for all the simulations
were taken from the available data for the 2006 eruption (see also
Vicari et al. (2009)). Since our aim is not validation but sensitivity
analysis, the reference eruption for the fitness function has been
chosen as the simulation with the midpoint values H2O ¼
0.06325 wt%, Ts ¼ 950 K, Te ¼ 1405 K, rather than the lava flow
extent of the actual 2006 eruption.

The polynomial chaos expansion was computed with
a maximum polynomial degree p ¼ 4, resulting in P ¼ 34. The
P þ 1 ¼ 35 coefficients were computed using the ClenshaweCurtis
grids up to level 8, resulting in a total of 2561 simulations.

5. Results

As a preliminary to the results of the sensitivity analysis, we
show fitness variation plots for the three parameters when
considered independently. The results, shown in Figs. 4e6, can
already give us a qualitative idea of the influence that each
parameter has on the simulation, independently of the others.

We thus see that the solidus temperature is a significant
parameter, as it can produce a worst fit as low as 55%, but the
influence of water content is even higher, since in this case the
fitness can drop by over 50%; the solidus temperature fitness is also
close to being constant for values less than the reference value,

Fig. 4. Fitness variation for the solidus temperature, assuming fixed average values for the water percentage and eruption temperature. The red line marks the lowest value
achieved. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Linear-log plot of fitness variation for the water content, assuming fixed average values for the solidus and eruption temperature. The red line marks the lowest value
achieved. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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VolcFLOW

• Depth-averaged approach that solves mass (1) and momentum (2-3) 
conservation equations (Deterministic, Physics-based) 

• A Matlab executable

rate of lava production of about 55.5 m s21 in order
to erupt a volume of 106 m in 5 h. The density is
fixed at 2200 kg m23.

Figure 3 shows a comparison between the pos-
ition of the lava front with time based on the obser-
vation (dots) and the model (lines). Ninety thermal
images were taken during the eruption but we
have used the 10 best images where the lava front
can be located unambiguously. The best fit is
obtained for a viscosity of h ¼ 4 × 106 Pa s and a
yield strength of t0 ¼ 60 kPa (black thick solid
line). The position of the lava front with time is
reproduced by the model with an error of less than
50 m, apart from the first dot (c. 100 m). The dis-
tance reached by the front at rest is simulated accu-
rately (c. 10 m) even if the lava front is located
100 m to the east of the real front (Fig. 3b) owing
to small variations in the topography that are not
captured by the DEM used. The flow-front velocity,
the time lava stopped moving and the thickness of
the model are all also compatible with the obser-
vations (Fig. 3a, b). The area covered by the simu-
lated lava is generally compatible with reality but

differs by about 100 m close to the lava front and
in the middle of the SW edge (Fig. 3b).

To illustrate the sensitivity of the model to the
rheological parameters used, Figure 3 also shows
curves obtained by varying one of the parameters
from the best-fit simulation. The viscosity influ-
ences the velocity of the flow (e.g. h ¼ 5 ×
106 Pa s), while the value of t0 controls the thick-
ness and, consequently, the runout of the lava (e.g.
t0 ¼ 50 and 70 kPa). A change in t0 of 10 kPa
changes the runout by approximately 200 m (c.
12.5%).

A critical point for the simulation of some lava
flows is the dependence of the results on the DEM
resolution. Changing the resolution can slightly
change the shape and position of the source.
However, the main problem comes from the flow
capability of natural lavas and models, which is
related to lava thickness: for the same lava, a thick
flow can move even on a horizontal surface, while
a thin flow can come to a stop even on steep
slopes. With a low-resolution DEM, the small-scale
topography that can influence lava emplacement is

Fig. 3. (a) Time evolution of the distance between the lava front and the source during the eruption of 4 December 2010
at the Tungurahua volcano. The observations are shown by the red dots and the best-fit model by the thick black line.
Other lines are simulations performed by varying one parameter of the best-fit simulation: yield strength, t0, viscosity,
h, or DEM resolution, dx. Error bars are estimated from the accuracy of the projection technique. Distances are
calculated along the slope, following the successive position of the front. (b) The X–Y view of the thermal image
projected onto the topography. The red dots are the positions of the lava front with time, as shown on (a). The real lava is
in white and yellow. The black line is the simulated lava. (c) 3D view of the simulated lava flow once it is at rest. Colours
indicate the lava thickness from 3 m (yellow) to 8 m (red).

VOLCFLOW: CAPABILITIES AND POTENTIAL DEVELOPMENT
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flows. We show that the simple isothermal approach
of VolcFlow can accurately reproduce – at least for
the case studied – the lava-flow emplacement.

Model

VolcFlow uses a topography-linked coordinate
system, with x and y parallel to the local ground
surface. The flow is simulated by a depth-averaged
approach that solves mass (equation 1) and momen-
tum (equations 2 & 3) balance equations:

∂h

dt
+ ∂

∂x
(hu) + ∂

∂y
(hv) = ∂hs

dt
(1)

∂

∂t
(hu) + ∂

∂x
(hu2) + ∂

∂y
(huv)

= gh sinax −
1

2

∂

∂x
(gh2 cosa) + tx

r
(2)

∂

∂t
(hv) + ∂

∂x
(hvu) + ∂

∂y
(hv2)

= gh sinay −
1

2

∂

∂y
(gh2 cosa) + ty

r
. (3)

The variable h is the flow thickness, perpendicu-
lar to the topography, u ¼ (u, v) is the flow velocity,
a is the ground slope, t ¼ (tx, ty) is the retarding
stress, r is the bulk density of the lava flow, and
the subscripts denote components in the x and y
directions. The approach is similar to the model
of Costa & Macedonio (2005), except that Volc-
Flow does not incorporate an equation of thermal
balance, nor is cooling calculated.

Equation (1) means that the thickness, h, of the
lava at a given area varies with time depending on
the lava flux that enters or leaves the area (second
and third terms) or on the lava flux at the vent,
∂hs/dt (this term equals 0 elsewhere). Equations
(2) and (3) calculate the momentum variations, and
thus the velocity of the lava, related to lava flux
(second and third terms) and the stresses exerted
(fourth–sixth term). No ‘vent’ term is included in
the momentum equations because we have assumed
in the following that the lava is emitted with no vel-
ocity along x and y. VolcFlow allows the user to
define constant or time-dependent effusions rates
and several eruptive sources, as well as the locations
and the geometries of the sources.

The retarding stress, t, varies depending on the
rheology chosen. The advantage of VolcFlow is that
it can solve several types of rheological equations
(e.g. frictional, viscous or plastic). It can also
solve other more-complex user-defined rheological
laws (e.g. Davies et al. 2010|). A fully molten lava
exhibits a Newtonian rheology (Gonnermann &
Manga 2007): however, crystallization of lava by
cooling and degassing changes this behaviour (e.g.

Pinkerton & Sparks 1978; Cimarelli et al. 2011;
Lev et al. 2012). The lava then requires a minimal
shear stress in order to flow. The Bingham law is the
simplest approximation of the behaviour of thres-
hold fluids: a Bingham body remains at rest while
the applied shear stresses (caused by lava weight,
for instance) are less than the yield strength, t0.
Once the yield strength is overcome, the body flows
with a flow velocity that depends on its viscosity,
thickness and yield strength. The latter allows the
effect of the resistant crust that stops the flow
when it becomes too thin to be simulated. The resist-
ing stress exerted by a Bingham flow is given by:

t = t0 + h
du

dh
(4)

where h is the dynamic viscosity (in Pa s). Rewrit-
ten in a depth-averaged form compatible with
equations (2) and (3), equation (4) becomes:

tx = t0
ux

||u||
+ 3h

ux

h
and ty = t0

uy

||u||
+ 3h

uy

h
.

(5)

The equations are solved using a shock-
capturing numerical method based on a double up-
wind Eulerian scheme. The method and some tests
performed to ensure the quality of VolcFlow using
various rheologies are presented in Kelfoun &
Druitt (2005). Another test of the capability of Volc-
Flow to reproduce analytical solutions for viscous
rheology is presented in this Special Publication
by Cordonnier et al. (this volume, in press). Volc-
Flow runs in the Matlabw environment and benefits
from its powerful programming capacities for com-
plex scenariodefinition (e.g. topography, source geo-
metry and rates), the post-treatment of the results
and the graphical output. The code and some exam-
ples of simulation can be found on the VolcFlow
webpage,http://lmv.univ-bpclermont.fr/volcflow/.

Application to a lava flow of the

Tungurahua volcano

The eruption of 4–5December 2010

The Tungurahua stratovolcano (5023 m above sea
level (asl)) is located in the Eastern Cordillera of
Ecuador, and is one of the most active volcanoes
in the country (Hall et al. 1999; Le Pennec et al.
2008). It is andesitic in composition (58–59 wt%
SiO2: Samaniego et al. 2011). The present activity,
which began in 1999, is characterized by vulcanian,
strombolian and subplinian explosions (Steffke
et al. 2010; Samaniego et al. 2011), generating a
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Test case:Tungurahua (Ecuador), 2010 



CFD models
GPUSPH – smoothed particle hydrodynamics.  

Deterministic, physics based

Table 1. Values of physical parameters common to all tests

Parameter Symbol Value Unit

Density r 2650 kg m23

Heat capacity Cp 1150 J kg21 K21

Latent heat L 3.3 × 105 J kg21

Conductivity k 2.2 W m21 K21

Emissivity 1 1
Vent temperature Te 1350 K
Solidus temperature Ts 1263 K
Ground temperature Tground 293 K
Air temperature Text 293 K

Fig. 3. Emplacement and evolution of temperature (K), latent heat (J kg21), velocity (m s21) and particle grounding
for a Newtonian flow with constant viscosity n¼ 110 m2 s21 and flux rate q¼ 25 m3 s21.
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the ground will be affected, in a time step Dt, by an
additional temperature change, due to conduction
to the ground, equal to:

DTcond = kS1

cpm

T − Tground

r
Dt (27)

where the ground temperature, Tground, is assumed
to be constant in our current model.

Free surface

One of the advantages of meshless Lagrangian
methods such as SPH is the implicit handling of
fluid surfaces (e.g. free surface, solidification
fronts). However, the modelling of lava flows
requires the computation of radiative losses from
the free surface, and it is therefore necessary to

explicitly determine the particles that are on the
free surface.

GPUSPH exploits the fact that lava flows
develop with an essentially 2D layout to simplify
free-surface particle detection: for each particle. a,
consider the half-cone, Ca,u, with angular aperture
u, vertex on a and a vertical axis pointing upwards;
if Ca,u contains particles, then a is inside the fluid,
otherwise it is on the free surface (Fig. 2b).

Free-surface particles are subject to radiative
losses, which in a time step Dt amount to a temper-
ature change of:

DTrad = KBk1S2

cpm
(T4 − T4

ext)Dt (28)

where S2 is the surface of the free-surface particle
(for the computation, see Appendix B).

Fig. 7. Emplacement and temperature (K) for a Newtonian flow (left) and a Bingham model (right).
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FIGURE 1. Lateral slice of 𝐵𝑀1𝐻𝑅 at 𝑡 =  10𝑠. Particles are colored by velocity magnitude. 
 
 
The solid walls are modeled using dummy boundaries, as introduced in section 2.3. The 

density diffusion approach introduced by Molteni and Colagrossi [2009] is used to smooth out 

the noise that naturally develops in the density field.  

For the speed of sound, the usual choice in WCSPH is to pick a value 𝑐0 around 10 or 20 the 

maximum velocity value. Our experiments however show that much lower errors at a given 

spatial resolution can be obtained by using a higher speed of sound. There are diminishing 

returns in raising the value of 𝑐0, though, due to the smaller time-step, and even a reversal 

when the time-step becomes too small for the available precision. The main results that we 

illustrate are thus obtained with a speed of sound 100 times higher than the hydrostatic 

velocity, resulting in 𝑐0 =  443 𝑚/𝑠.  

 

2) Results for BM1: We show results for three different resolution, a Low Resolution with 

inter-particle distance ∆𝑝𝐿𝑅  = 1/8 𝑚 =  0.125𝑚, an Intermediate Resolution with inter-particle 

distance ∆𝑝𝐼𝑅  =  ∆𝑝𝐿𝑅/2 =  1/16 𝑚 =  0.0625𝑚, and a High Resolution with ∆𝑝𝐻𝑅  =

 ∆𝑝𝐿𝑅/4 =  1/32 𝑚 =  0.03125𝑚. In the following we will refer to these three simulations as 

𝐵𝑀1𝐿𝑅,  𝐵𝑀1𝐼𝑅 and 𝐵𝑀1𝐻𝑅. We measure the front of the fluid as the position of the furthest 

particle in the flow, plus ∆𝑝/2 to take into account the particle volume. Results for the front 

position at the three resolutions, compared to the front position predicted by equations (4) 

are presented in Figure 2. 
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CFD models
Finite Elements/Volumes: OpenFOAM, Flow3D, COMSOL, new LDEO code 

Deterministic, physics-based

geometry data are provided by the UAS photogrammetry-derived digital elevation models (DEM), LiDAR
survey, or helicopter thermal maps that are most closely matching in acquisition time.

C) Extracting rheological parameters – Analytical approximation
Once we obtain the flow surface velocity field from the aerial videos, we will invert for the lava’s

bulk rheological parameters by comparing the velocity with analytical and numerical models. Analytical
expressions describing viscous flow in a confined channel are established for Newtonian and non-Newtonian
fluids [e.g., Griffiths et al., 2003, Tallarico and Dragoni, 1999]. The accuracy of analytical solutions for flow
in a channel depends strongly on how well flow thickness is constrained. We will incorporate syn- and
post-eruption knowledge of lava thickness (e.g., Figure 3b, and post-eruption UAS survey of the drained F8
channel) to constrain channel depth.

Given that the F8 flow appears in thermal images to maintain temperature in the limited extent of each
hover video, we will employ the method described by Robertson and Kerr [2012] to invert for lava rheology.
Robertson and Kerr [2012] provide an algorithm for deducing a total volumetric flux Q through a channel,
and the yield stress ⌧y and viscosity ⌘ of a Bingham fluid flowing in the channel, given the flow’s thickness
H, maximum surface velocity Um and central plug width Wp. This is a powerful approach in sites along
the F8 channel, where post-eruption high resolution topography data provides good constraints on channel
depth. Robertson and Kerr [2012] also provide a related algorithm, to determine H,⌘ and ⌧y given Q,Um

and Wp, which we will employ to find channel depth given the eruption-time estimates of flux recorded
by the USGS. We note that we will not use the classical equations given by Tallarico and Dragoni [2000],
because Robertson and Kerr [2012] convincingly demonstrated they produce erroneous predictions.

D) Extracting rheological parameters – Novel numerical forward models of channelized flow
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Figure 7: Velocity field from a depth-integrated DG
numerical forward-model of the F8 lava flow shown
in Figure 6

.

Analytical and semi-analytical expressions cannot handle
complexities such as spatial variation in channel width and
depth and temporal variation in incoming flux or lava proper-
ties (e.g., crust cover, temperature). In addition, the F8 flows
exhibited speeds as high as 15 m/s near the vent during high
flow pulses. Such high speeds, when combined with nar-
rowing channel geometry, yield Reynolds numbers that are
significantly higher than typical lava flows, and place the F8
flows within the transitional and even turbulent regime (Re
> 3000). Therefore, we will use a new finite-element model
[Conroy and Lev, 2018, in prep] capable of simulating chan-
nelized lava flow in complex conditions.

The large Reynolds number associated with the F8 flows
means that the dynamics can be well approximated by two-
dimensional depth-integrated equations for mass, momen-
tum, and energy. Our model builds approximate solutions to
these equations using discontinuous Galerkin (DG) finite el-
ement methods [Cockburn and Shu, 2001] and discretize the
complexities of the lava channel domain with unstructured
triangular meshes. Heat transfer considers radiation, con-
duction to the ground, and air convection. The DG method
is a judicious choice for modeling lava flows because of the
weak constraints it places on the continuity of the flow field.
This allows the discontinuous thermodynamic properties of
the lava (e.g. crust formation) to be readily captured by the
model. Further, even though DG methods are discontinuous
they still conserve mass, momentum, and energy both locally and globally [Cockburn and Shu, 2001]. The
application of this newly developed modeling tool will be a significant contribution to volcanology, where
existing tools are usually limited to idealized channel geometries. Verification of the DG solution of the
mass and momentum equations in the depth-averaged and full three- dimensional case is well documented
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That’s just too much physics…



MOLASSES

http://www.cas.usf.edu/~cconnor/lava_sandbox2.html

• Deterministic, rule-based

https://github.com/USFvolcanology/molasses



MOLASSES—> INL hazard map
• Combine: 

• prolific geologic mapping and differs from earlier works by incorporating novel 
models of ESRP volcanism,  

• a new method of clustering vents into eruptive events, probabilistic selection of 
input parameters,  

• computational lava flow simulations,  
• analysis of activity recurrence intervals to report unconditional probabilities of 

future hazards
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the dated events, using this template. The 355 
vents with determined ages were grouped into 
159 events, while the 151 undated vents were 
grouped into 97 events (Fig. 2) (Table DR1).

Spatial Density Estimation
Vent and event distributions are used to fore-

cast the locations of potential volcanic eruptions 
on the ESRP. Burial of eruptive centers by lavas 
and sediment occurs non-uniformly on the ESRP, 
which biases spatial distribution models. This is 
particularly pronounced in basins due to a com-
bination of non-uniform subsidence across the 
ESRP and burial that obscures the local erup-
tive history at an accelerated rate (Wetmore et 
al., 2009) (Fig. 1). We therefore include 32 bur-
ied eruptive centers, identified by Anderson and 
Liszewski (1997) and Wetmore et al., (2009), for 
both vent and event spatial density calculations 
to correct for some of this bias.

The spatial density of eruptive centers, the 
conditional probability of where a new vent 
will form, given that one forms somewhere 
on the ESRP, is estimated using a statistical 
model called nonparametric kernel density 
estimation (Connor and Connor, 2009; Beb-
bington and Cronin, 2011). We use a best-fit 
bivariate Gaussian kernel function with a direc-
tional smoothing bandwidth. The size, shape, 
and orientation of the kernel is determined by 
the locations of eruptive centers on the ESRP 
and not the regional alignment of dikes (Wet-
more et al., 2009). The best-fit kernels for both 
the vents and events are elongate to the north-
east, parallel to the overall trend of the ESRP 
(Fig. 3). Results show that areas of highest vent/
event density correlate with the thickest total 
basalt distribution, suggesting that our modeled 
data effectively approximate spatial variations 
in long-term magma generation (Shervais et 
al., 2012).

Lava Flow Simulation
MOLASSES (MOdular LAva Simulation 

Software for Earth Science), a lava flow simu-
lator modified from the LavaPL algorithm of 
Connor et al. (2012), distributes lava between 
cells based on rules that govern flow behavior 
(Kubanek et al., 2015). MOLASSES has been 
successfully benchmarked (Dietterich et al., 
2017), performs well at recreating flow geom-
etries similar to those found on the ESRP (Fig. 
DR2), and is sensitive to the geometries of lava 
flows, their thickness, area, and the underlying 
topography, rather than to the mechanics of lava 
flow emplacement. MOLASSES is useful for 
simulating the eventual footprint of a lava flow, 
but not its emplacement rate. Different types of 
lava flows result in different geometries and no 
single simulator is yet fully capable of modeling 
the complexities of all lava flow morphologies. 
We concentrate on the area inundated, recogniz-
ing these model limitations.

Inputs for MOLASSES include pulse vol-
ume, flow thickness, erupted volume, eruption 
location, and a digital elevation model (DEM) 
of the region. No spatial trend exists in the dis-
tribution of lava volumes or thicknesses across 
the ESRP, thus input parameters were stochas-
tically sampled from probability distributions 
(Table DR2). Monte Carlo simulations onto a 
90 m Shuttle Radar Topography Mission DEM 
(reset to the original topography for each flow) 
generated a range of conditional probabilities 
of site inundation of INL. The vent and event 
spatial density maps, along with the source loca-
tions that produced inundating flows, were used 
to identify areas of greatest hazard.

Of the 10,000 vent simulations, 3114 breached 
the INL border and 2024 initiated within its 
boundaries (Fig. 3). Additionally, 10,000 flows 
were simulated for event eruptions; 3209 of these 
flows partially inundated INL, with 2339 events 
initiating within its boundaries. Eruptive centers 
>30 km from the boundary of INL did not pro-
duce an inundating flow for either set of simula-
tions. The probability of partial inundation of INL 
is ~30%, given a future eruption. The conditional 
probability of lava inundation of INL, given an 
eruption in the region, is not particularly sensitive 
to event definition.

Recurrence Rate of Volcanism
The probability of lava flow inundation is 

made unconditional by accounting for the rate 
of volcanic activity. The recurrence interval 
between eruptions contributes to uncertainty in 

inundation probability calculations because it 
relies upon eruption catalog completeness and 
the accuracy of dating techniques. Several ques-
tions arise when selecting the appropriate data set 
for calculating the recurrence interval: does the 
eruption rate on the ESRP change with time? Is 
bias in eruption rate introduced through surface 
mapping and sampling due to burial of older lava 
flows by younger eruptions? Is additional bias 
introduced due to uncertainty in radiometric age 
determinations? Because the likely answer to 
these questions is ‘yes’, we must consider a vari-
ety of approaches in addressing how bias is intro-
duced in the calculation of a recurrence interval.

The interval between eruptions is 2400 yr 
for mapped vents and is modeled at 4700 yr 
between events (Table DR3). An examination 
of the cumulative mapped vent count versus age 
suggests that recurrence rate was relatively con-
stant from 500 ka through the beginning of the 
Holocene, after which COM initiated (Fig. DR1). 
It is likely that the estimated recurrence interval 
for activity older than 500 ka is biased due to 
burial by younger flows and sediments (Wetmore 
et al., 2009). We therefore take into account only 
the activity from 500 ka through the present for 
consideration in calculating the recurrence inter-
val of volcanism on the ESRP (Fig. DR1). Using 
intervals of 1740 yr between eruptions for vents 
and 3800 yr for events, the annual probability of 
partial lava flow inundation of INL varies from 
8.4 × 10−5 to 1.8 × 10−4. The annual probability 
of initiation of an eruption within the INL varies 
from 6.2 × 10−5 to 1.2 × 10−4 (Table 1).
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TABLE 1. ANNUAL PROBABILITIES OF ACTIVITY AND INUNDATION

Hazard Annual Probability (Vents) Annual Probability (Events)

Eruption on the ESRP 5.7 × 10 −4 2.6 × 10 −4

Eruption within INL 1.2 × 10 −4 6.2 × 10 −5

Inundation of INL 1.8 × 10 −4 8.4 × 10 −5

Note: ESRP—eastern Snake River Plain; INL—Idaho National Laboratory, Idaho, USA.

Figure 3. Simulation outputs from MOLASSES (MOdular LAva Simulation Software for Earth Sci-
ence) simulator (http://131.247.211.166/tiki/tiki-index_raw.php?page = MOLASSES). The ellipses 
in both boxes are the spatial density kernel fit to each of the vent and event locations. Spatial 
density probabilities for new vent/event locations are indicated by dashed lines. Color bar 
on the right shows hit intensity for both outputs. A: 3114 flows inundate the U.S. Department 
of Energy’s Idaho National Laboratory (INL) out of 10,000 lava flows simulated from vents. B: 
3210 flows inundate INL out of 10,000 lava flows simulated from events.

Downloaded from https://pubs.geoscienceworld.org/gsa/geology/article-pdf/46/10/895/4338795/895.pdf
by Columbia University user
on 20 June 2019



MULTIFLOW

1. Take a DEM and put a vent 
somewhere

2. Starting at the vent, disperse 
lava to neighboring cells in 
proportion to relative slope:

3. Summarize results: Total 
“influence” at each location

combination with a nonlinear threshold function that can be
tuned to produce different flow morphologies and lengths
(Fig. 2 and Table 2). From a given cell with linear index j on
a rectangular grid, a flow routing algorithm will partition local
flow among neighboring downslope cells (Quinn et al. 1991).
The steepest descent algorithm partitions all flow from pixel j to
the most downhill neighboring cell. In contrast, the MFD algo-
rithm disperses flow to all downslope neighboring pixels, pro-
portional to the slope S i, which is the slope between pixel j and
neighbor i. We refer to the fraction of flow passed from j to a
neighbor pixel i as “Influence” Ii. We calculate Ii as

I i ¼
S pi

∑
n

k¼1
S pk

: ð2Þ

In Eq. 2, n denotes the total number of downslope neigh-
bors of j (which varies in space) and p is an empirical expo-
nent. Multiple j-locations may contribute to Ii. Freeman
(1991) found that p = 1.1 produces flows that are least influ-
enced by gridding.

An advantage of MULTIFLOW is that it only requires the
flow algorithm to be run once and the results are deterministic.
DOWNFLOW (Favalli et al. 2005), a similar lava flow model

that utilizes the steepest descent algorithm to predict flow
routing, performs thousands of steepest descent calculations
on stochastically perturbed topography in order to generate
laterally dispersed flow paths. However, both algorithms are
quite efficient (on the order of ~ 1 s for typical DEMs).

We use the MFD algorithm supplied with Topotoolbox
(Schwanghart and Kuhn 2010), which is run in Mathworks
MATLAB software. Because the MFD algorithm is the most
dispersive of commonly employed drainage algorithms
(Tarboton 1997), we apply a threshold to limit the dispersivity
and flow extent. This thresholding approach is similar to some
other lava flow routing models (e.g., Ishihara et al. 1990;
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Fig. 2 a Shaded relief map overlaid with a color map of influence
produced by MUTLIFLOW. The internal and perimeter flow boundaries
(Pi in Eq. 5) are shown in black. The dashed white line shows the length
used to calculate Lmax in Eq. 5. The flow was routed across randomly
produced, red noise topography. Shaded relief of the same topography

with b example flows F1-F4 and c example flows F5–F8 produced by
applying different thresholds to the influence in panel a. Outline of F2
and F6 is shown as the flow boundary near the vent is obscured by the
other flows. See Table 2 for corresponding parameters a, b, c of Eq. 3

Table 2 Parameters for
the example lava flows
shown in Fig. 3

Example Flow a b c

F1 1 1 5

F2 0.1 1 5

F3 1 1 10

F4 0.1 1 10

F5 1 0.75 10

F6 1 2 30

F7 0.1 2 30

F8 1 1 30
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where N is the topological genus of the flow outline (the
number of internal boundaries or holes). In the case of N = 0,
Pi is the length of the flow perimeter and there are no internal
boundaries. In all cases, the summation of Pi can be consid-
ered as the total length of all flow boundaries, which includes
both the perimeter and internal boundaries. The branching
index for case studies here reflects visual inspection of flow
outlines, with bi = 19.2 Mauna Loa flow and bi = 3.5 and bi =
4.5 for Ki̅lauea and Etna, respectively (Table 4).

This index is comparable to other recently proposed metrics
of lava flow dispersivity. The “perimeter factor” of Rumpf et al.

(2018), for example, compares the ratio of flow perimeter di-
vided by flow area to the same ratio computed for an ellipse
with length and width equal to the maximum length and width
of the flow. As a purely geometrical analogy, for a circular flow
on a flat plane with the vent on the perimeter, bi = π while the
perimeter factor is unity. Parameter bi is thus designed to inte-
grate anabranching structures internal to the total flow outline
and will diverge from the perimeter factor for complicated flow
outlines. The “dispersivity index” of Favalli et al. (2012) is
derived from the stochastic procedure of DOWNFLOW, mea-
suring the statistical tendency for an envelope of many steepest
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Fig. 3 Shaded relief maps of a the region encompassing the 2001 Mt.
Etna lava flow of interest with color map showing where
log10(influence) > − 50, which accounts for 92% of the influence
values, b the region encompassing the 1984 Mauna Loa lava flow of
interest with color map showing where log10(influence) > − 50, and c
the region encompassing the 2011 Ki̅lauea flow of interest with color

map showing where log10(influence) > − 250. For both Mauna Loa and
Ki̅lauea, the influence maps show 97% of the influence values. d–e
Shaded relief maps of the respective regions with color map comparing
the results of the best-fit Js flow produced with MULTIFLOW and the
flow of interest
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MULTIFLOW
Effect of low-pass filtering of the DEM

reproduce features such as blockages along the Mauna Loa
flow, which caused outbreaks to form that created new chan-
nels and expanded the geometry (Lipman and Banks 1987;
Dietterich and Cashman 2014). For Mauna Loa, our model
predicts significant flow on the northern edge of the existing
flow path, suggesting an important role for flow dynamics
(establishment of a stable flow path, and perhaps vent geom-
etry) in influencing the actual lava flow paths. For Ki̅lauea, we
limited flow to the north. However, we find it likely that all
existing lava flow models would also route significant quan-
tities of lava to the north erroneously if the same pre-eruptive

DEM were used. This highlights the challenges of using
models to reproduce specific flow paths in the face of poorly
constrained physical processes (rupture of lava flow crust that
generates break outs), and also emphasizes the importance of
accurate DEMs (e.g., Tarquini and Favalli 2011; Harris 2013;
Richter et al. 2016; Poland et al. 2016).

Flow thickness in MULTIFLOW

The MULTIFLOW model does not explicitly calculate flow
thickness. However, thickness may be semi-quantitatively
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Fig. 4 a–f Shaded relief maps of region near the 1984 Mauna Loa, HI
flow for landscape with different low-pass filters overlaid with colormaps
of influence produced by the MUTLIFLOW lava flow model. We limit
the flows according to the best-fit parameters for the threshold function in

Table 4. The low-pass filter wavelength cutoff (1/FH) is noted next to the
shaded relief in each panel except for a where we show the unfiltered
results

Table 4 Best-fit parameters and
results Mauna Loa Ki̅lauea Mt. Etna

Low-pass filter cutoff (m) 50 270 130

Coefficient (a) 1/4 3 1/33

Exponent (b) 0.9 0.7 3.0

Intercept (c) 8 28 10

Jaccard similarity, Js 0.37 0.54 0.49

Overlapping area (km2) 13.92 5.48 1.64

Flow area not reproduced (km2) 5.63 2.57 0.37

Over predicted flow area (km2) 18.10 2.16 1.32

bi real flow 19.2 3.5 4.5

bi 5 × 5 km real flow 15.2 3.4 4.8

bi best-fit MULTIFLOW flow 37.8 3.6 4.6

bi 5 × 5 km best-fit MULTIFLOW flow 11.9 3.2 4.0
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DOWNFLOW

1. Take a DEM and put a vent 
somewhere

2. For N iterations:

1. Modify the elevation at each 
DEM point by a random value 

2. Trace a steepest decent path 
from the vent through the DEM

3. Optional: end the trace at a 
given length

3. Summarize results: probability of 
inundation for each grid point

± Δh
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3.3. The DOWNFLOW approach for hazard-map costruction
After the pioneering work of  Wadge et al. [1994],

several studies produced large databases of  numerical
simulations of  lava flows for high resolution hazard maps
[e.g. Felpeto et al. 2001, Crisci et al. 2008, Favalli et al. 2009b,
Favalli et al. 2009c, Crisci et al. 2010, Tarquini and Favalli
2010]. To derive a quantitative lava-flow hazard map, in
addition to the lava-flow simulation code, the following
input data are necessary: (i) the topography of  the volcano;
(ii) the probability density function (pdf ) of  future vent
opening; and (iii) the lava characteristics and the expected
time-dependent effusions rates. In the case of  DOWNFLOW,
the effusion rates are not required as an input, although we
need to know the expected length.

In terms of  the DOWNFLOW formalism, the probability
P(x,y) that in the case of  an eruption a generic point of
coordinates (x,y) will be inundated by a lava flow, can be
written as:

(2)

where, h is the elevation of  the point (x',y'); L is the distance
along the lava flow between points (x',y') and (x,y);
PDOWNFLOW(x,y; x',y') is a probability that takes the value of  1
if  the point (x,y) is invaded by a lava flow that originates from
the point (x',y'), and the value of  0 if  it is not; PL(h, L) is the
probability that a lava flow that vents from a point (x',y') at
an elevation h will reach a distance L downhill from the vent;
and finally, pv(x',y') is the probability density function of  a
vent opening at the point (x',y').

The exact meaning of  the probability P(x,y) depends
directly on the definition of  the probability density function
of  vent opening pv(x',y'). In the case of  Favalli et al. (2009b),
the vent opening pdf  pv(x',y') had no intrinsic time scale, as
it was simply the spatial density probability distribution for a
new eruption, irrespective of  the time of  occurrence. The
vent opening pdf  used in the present study is shown in
Figure 4 [LAVA Project 2010, Cappello et al. 2011a]. This was
obtained using a Poisson distribution that considers a spatial
density and a temporal component. The spatial probability
density function was estimated through a Gaussian kernel,
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Lava flow Fit,
µ

Vent elev.
(m)

L
(km)

L ave
(km)

Max.
thickness

(m)

2001 south (LFS1) 0.75 2100 6.4 7.3 40

2002 north 0.59 2100 7.4 7.3 25

2004 0.78 2650 4.6 5.9 90

2006 west 0.77 3200 3.2 3.6 23

2006 east 0.68 3050 5.6 4.4 50

Figure 3. Comparison between real (white lines) and simulated (colored
areas) lava-flow paths for the 2006 southern lava-flow field. Lighter and
darker colors, higher or lower frequencies of  simulated lava-flow passage,
respectively. Red hues, areas located at a distance from the vent lower than
the maximum distance attained by the real lava flows.

Table 1.

Figure 4. Probability density function for vent opening. Colors correspond
to different probability density values expressed as percentages per square
kilometer (black dashed contours are isolines).
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Figure 6. a) Hazard map of  Mount Etna obtained as explained in the main text. b) In red, hazard values greater than 0.015; white dotted lines, elevation contours every 500 m asl; blue dashed lines with blue
numbers, the 11 lobes described in the main text; yellow pixels, buildings obtained from the CTR 1:10,000 [Favalli et al. 2009d].
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After the pioneering work of  Wadge et al. [1994],

several studies produced large databases of  numerical
simulations of  lava flows for high resolution hazard maps
[e.g. Felpeto et al. 2001, Crisci et al. 2008, Favalli et al. 2009b,
Favalli et al. 2009c, Crisci et al. 2010, Tarquini and Favalli
2010]. To derive a quantitative lava-flow hazard map, in
addition to the lava-flow simulation code, the following
input data are necessary: (i) the topography of  the volcano;
(ii) the probability density function (pdf ) of  future vent
opening; and (iii) the lava characteristics and the expected
time-dependent effusions rates. In the case of  DOWNFLOW,
the effusion rates are not required as an input, although we
need to know the expected length.

In terms of  the DOWNFLOW formalism, the probability
P(x,y) that in the case of  an eruption a generic point of
coordinates (x,y) will be inundated by a lava flow, can be
written as:

(2)

where, h is the elevation of  the point (x',y'); L is the distance
along the lava flow between points (x',y') and (x,y);
PDOWNFLOW(x,y; x',y') is a probability that takes the value of  1
if  the point (x,y) is invaded by a lava flow that originates from
the point (x',y'), and the value of  0 if  it is not; PL(h, L) is the
probability that a lava flow that vents from a point (x',y') at
an elevation h will reach a distance L downhill from the vent;
and finally, pv(x',y') is the probability density function of  a
vent opening at the point (x',y').

The exact meaning of  the probability P(x,y) depends
directly on the definition of  the probability density function
of  vent opening pv(x',y'). In the case of  Favalli et al. (2009b),
the vent opening pdf  pv(x',y') had no intrinsic time scale, as
it was simply the spatial density probability distribution for a
new eruption, irrespective of  the time of  occurrence. The
vent opening pdf  used in the present study is shown in
Figure 4 [LAVA Project 2010, Cappello et al. 2011a]. This was
obtained using a Poisson distribution that considers a spatial
density and a temporal component. The spatial probability
density function was estimated through a Gaussian kernel,
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2002 north 0.59 2100 7.4 7.3 25

2004 0.78 2650 4.6 5.9 90

2006 west 0.77 3200 3.2 3.6 23

2006 east 0.68 3050 5.6 4.4 50

Figure 3. Comparison between real (white lines) and simulated (colored
areas) lava-flow paths for the 2006 southern lava-flow field. Lighter and
darker colors, higher or lower frequencies of  simulated lava-flow passage,
respectively. Red hues, areas located at a distance from the vent lower than
the maximum distance attained by the real lava flows.

Table 1.

Figure 4. Probability density function for vent opening. Colors correspond
to different probability density values expressed as percentages per square
kilometer (black dashed contours are isolines).
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(ii) the probability density function (pdf ) of  future vent
opening; and (iii) the lava characteristics and the expected
time-dependent effusions rates. In the case of  DOWNFLOW,
the effusion rates are not required as an input, although we
need to know the expected length.

In terms of  the DOWNFLOW formalism, the probability
P(x,y) that in the case of  an eruption a generic point of
coordinates (x,y) will be inundated by a lava flow, can be
written as:
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where, h is the elevation of  the point (x',y'); L is the distance
along the lava flow between points (x',y') and (x,y);
PDOWNFLOW(x,y; x',y') is a probability that takes the value of  1
if  the point (x,y) is invaded by a lava flow that originates from
the point (x',y'), and the value of  0 if  it is not; PL(h, L) is the
probability that a lava flow that vents from a point (x',y') at
an elevation h will reach a distance L downhill from the vent;
and finally, pv(x',y') is the probability density function of  a
vent opening at the point (x',y').

The exact meaning of  the probability P(x,y) depends
directly on the definition of  the probability density function
of  vent opening pv(x',y'). In the case of  Favalli et al. (2009b),
the vent opening pdf  pv(x',y') had no intrinsic time scale, as
it was simply the spatial density probability distribution for a
new eruption, irrespective of  the time of  occurrence. The
vent opening pdf  used in the present study is shown in
Figure 4 [LAVA Project 2010, Cappello et al. 2011a]. This was
obtained using a Poisson distribution that considers a spatial
density and a temporal component. The spatial probability
density function was estimated through a Gaussian kernel,
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darker colors, higher or lower frequencies of  simulated lava-flow passage,
respectively. Red hues, areas located at a distance from the vent lower than
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to different probability density values expressed as percentages per square
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lava flows only needs to reproduce the long-time be-
haviour of the dam-break test. At long times, all the
codes exhibit the expected asymptotic behaviour
characterized by a front advancing with time, with
a power law of exponent 1/5. However, some
significant differences may be observed with the
different codes. VOLCFLOW with its SWE-type
algorithm logically produces a good match for
both short and long time periods. Divergences
exist for OPENFOAM and NB3D for short time
periods. Concerning NB3D, because the specific
SPH algorithm formalism of the equation of state
differs from the traditional incompressible formal-
ism, this result may be improved by adjusting the
parameters used.

To examine results for CCTC1, we compared the
area covered by the numerical solution to the foot-
print of the LSF1 event from 18 to 28 of July
2001. The quality of the fit between a model simu-
lation result and reality is estimated from a
Boolean combination of the 2001 lava footprint
(F ) and computed emplacement (C ) (Bilotta et al.
2012), based on the following definitions: the inter-
section (F > C) provides the common ground
between the calculation and the real emplacement
(the green patches in Fig. 7). The union (F < C)
is the total area covered by both the calculation and
the real emplacement (the red patches in Fig. 7).

Finally, the difference (F 2 C) provides the part
that is exclusive to the simulation (the blue
patches in Fig. 7). From these numbers we establish
three values with which to evaluate the accuracy of
the simulation:

† F1 = F > C/F: gives the fraction of the inter-
section over the lava footprint. It provides a
quantification of how much of the footprint is
filled by the calculation.

† F2 = F/F < C: gives the fraction of the foot-
print towards the union of the estimated and
observed area. It provides a quantification of
the calculation overestimation of the flow; a
ratio of 1 meaning no overflow.

† F3 = F > C/F < C: gives the intersection area
over the total surface. It combines the advan-
tages of the two previous numbers and can be
taken as the most representative number of the
code accuracy.

The reason for having three numbers instead of
one single number is linked to the diversity of the
codes tested. As some are not meant to be transient
or reproduce the lava footprint, but just generate

Table 4. Effusion rate, Etna 2001 (Coltelli et al. 2007)

Date Time elapsed
(s)

Effusion rate
(m3 s21)

Cumulated volume
(×106 m3)

18 July 2001 – 3 am 0 0 0.00
18 July 2001 – 1 pm 36 000 10.28 0.37
19 July 2001 – 4 pm 133 200 13.68 1.70
20 July 2001 – 1 pm 208 800 23.81 3.50
22 July 2001 – 11 am 374 400 30.68 8.58
26 July 2001 – 12 am 723 600 18.33 14.98
28 July 2001 – 6 am 910 800 13.29 16.99

Fig. 6. Dimensionless front position v. dimensionless
time. Note that symbols of FLOW3D are partly hidden
by NB3D. The first output depends on each code setting
for outputting files, and there is, for example, no data for
early times for FLOW3D and NB3D.

Table 5. Simulation inputs for CCTC1

Input Input value

Density 2700 kg m23

Viscosity See Equation 6
Specific heat 1200 J kg21 K21

Topography Provided DEM
Effusion rate See Table 4

(Coltelli et al. 2007)
Convective heat transfer 20 W m22 K21

Emissivity 0.95
Eruption temperature 1100 8C
Ambient temperature 25 8C
Latent heat 2.09 × 105 J kg21
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† BM3: Fluid with a temperature-dependent rheol-
ogy spreading outwards from a point source on
a flat plane. The fluid interacts thermally with
the environment. Ultimately cooling will lead
to solidification and/or crystallization.

† BM4: Lava is extruded onto an inclined plane,
where it interacts with an obstacle and splits.
Rheology is that of natural basaltic lavas. Lava
interacts thermally with its environment.

† CCTC1: Based on a natural flow, using condi-
tions such as effusion rate and topography, mea-
sured in the field. Attempt to best fit the
natural footprint.

BM1: Dam-break flow

The dam-break flow benchmark describes the tran-
sient evolution of the profile of a fixed volume of
fluid initially confined in a box geometry, one of
sides of which is suddenly removed, similar to
the rupture of a dam. BM1 aims at evaluating the
adequacy of the code solution of the momentum
equation under isothermal conditions. This test is
extremely popular in the fluid mechanics discipline,
and is considered as a standard measurement when
characterizing consistency and yield stress of fluid
rheology: hence, numerous experimental data sets
are available. This test of rupture is also often used
in numerical simulations of transient flow processes
with geological applications, such as avalanches or
mud flows, and can be used as a benchmark for lava-
flow numerical codes. Analytical solutions exist if
the assumption of hydrostatic pressure is made so
that the problem reduces to a 1D problem (shallow-
water equations). This may be generalized to a 2D
horizontal plane problem to provide the basis for
practical numerical simulations.

Dam-break tests are characterized by two asym-
ptotic flow regimes at short and long times. The
description of this test is fully dimensionless
and based on existing rheological standards. The

reservoir box is defined by its height (H ) and
length (L). The width of the box equals the length
(W ¼ L). The aspect ratio (L/H ) of 6.6, of the com-
mon standard, is taken (see Fig. 2); a code aiming to
reproduce lavas must use the long-time asymptotic
regime solution of this dam-break test. Here we
test a Newtonian rheology, and the asymptotic sol-
ution of the front velocity with time is described
using the exponent power law of 0.5 for short
times and 0.2 for long times (see equation 2).
Note, however, that non-Newtonian solutions for
plastic fluids also exist and could be used for a
future benchmark. For numerical codes that use
dimensional input we recommend the following
parameters: L ¼ 6.6 [m]; H ¼ 1 [m]; total box
length, LT ¼ 11L ¼ 72.6 [m]. The fluid should
have a density of r ¼ 2700 [kg m23] and a viscosity
h ¼ 104 [Pa s]. Simulations should run for t ¼
1.65 × 106 [s], by which the expected run-out dis-
tance is LR ¼ 10L ¼ 66 [m].

Results are compared to the solution proposed in
Balmforth et al. (2007) and Saramito et al. (2013).
The final front evolution is described by:

xf (t)
L

≈
0.284

t

T

( )1/2

if t , 2.5T

1.133
t

T
+ 1.221

( )1/5

− 1 otherwise

⎧
⎪⎪⎨

⎪⎪⎩

(2)

with the characteristic time T = (L/H)2 (h/rgH).
Similarly, the height evolution of the fluid at the
dam position may be described for longer times in
the reservoir section as:

h(t, x = 0)
H

≈ 0.535
t

T

( )−1/5

, −L ≤ x ≤ 0

and t/T ≫ 2.5

(3)

Fig. 2. Set-up of BM1 – dam break; dimensionless representation for t ¼ 0 (full line) and t ¼ 33T (dashed line). Note
that, despite the representation given here, BM1 is a 3D numerical computation
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(NRMSE 9–13%). MOLASSES produces a simulation
that is both significantly shorter and narrower than the
experiment (NRMSE 21–39%). In the third dimension,
MOLASSES and FLOW-3D capture the flow thickness
downslope of the vent (NRMSE 6.15 and 14.29%, re-
spectively). OpenFOAM, VolcFlow, and COMSOL are
all thinner than the observed flow (NRMSE >20%).
Modeled surface temperatures correspond to the range

of surface temperatures observed in the molten basalt
experiment (Fig. 6). However, in the molten basalt ex-
periment, the surface temperature is heterogeneous be-
cause of surface folding, rupture, and bubbles, which are

not simulated in the models. This is apparent in mottled
texture of the experimental flow in Fig. 6a and b.

Discussion
The most useful numerical lava flow models are those
that are both accurate and efficient, and have the phys-
ical complexity necessary for applications ranging from
simple flow path prediction to real-time flow forecasting
to thermal interactions with the environment. Here we
quantify both model validity and computational cost,
and then discuss the appropriate applications of each
code and the relevance of our benchmark experiments
to natural lava flows.

Assessment of model accuracy
The benchmarking process allows direct comparison of
the strengths and weaknesses of each code. Overall, all
models perform well, but they vary in accuracy and es-
pecially computational cost. To test the goodness of fit
between model and benchmark, we compare the scaling
of the X and Y propagation of flows through time to
analytical solutions where they are known (unconfined
horizontal and sloping flow). We also measure the offset
between the experiment and model extents and thick-
nesses to calculate the difference in the absolute values.
All the codes perform well in simulating the lateral

flow propagation of isoviscous flows, as measured by
comparison with the temporal evolution of X(t) and Y(t)
predicted by theory (Fig. 7). Although the simulations
scale appropriately with time, the flow extents diverge,
as reflected in the NRMSE (Table 2). Acceptable values
of NRMSE will vary by potential model application, but
here we consider an NRMSE <10% to be a good fit.
OpenFOAM best matches the unconfined isoviscous

flow advance in X, Y, and R (average NRMSE 3.69%;
BM-A and C), but the increase in flow thickness with time
is low and unsteady relative to the experiments (Fig. 2).
VolcFlow and COMSOL capture the evolution in flow

Fig. 2 Results of Benchmark A. a Flow propagation in X and Y (in cm) with time (s). b Flow thickness (mm) 24.5 cm downslope of the vent with
time since the flow front reached that distance

Fig. 3 Results of Benchmarks A and B. Change in flow thickness
0.5 cm upslope of the obstacle (24.5 cm downslope of the vent)
with increasing obstacle internal angle for the control (0°), 90°, and
180° benchmarks. FLOW-3D and VolcFlow values are slightly shifted
for the 180° obstacle to avoid direct overlap
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Benchmarking — Basalt lab experiment

including quenching of the flow against the obstacle and the formation of surface ridges upslope. 

The three-dimensional topography illustrates that the flow is greatly thickened upslope of the 

obstacle, forming a bow wave (Fig. 1c).  The basalt experiments reveal a complex combination 

of viscous flow and cooling effects; we isolate the viscous flow effects by doing corresponding 

experiments that use a low Reynolds number, isothermal analogue material (golden syrup; 

Supplementary Table 2). The syrup experiments also make it feasible to test a broader range of 

experimental parameters with greater control and precision than is possible with the molten 

basalt.  

!  

Figure 1. Results from molten basalt experiments. a, Surface velocity field calculated using 

optical flow (Lev et al., 2012) with maximum velocities upstream and downstream of the 

obstacle labeled. b, Surface temperatures from the same time recorded with an overhead FLIR 

camera. c, Lava flow thickness at the end of the experiment calculated by differencing digital 

elevation models constructed using instantaneous Structure from Motion photogrammetry 

(Snavely et al., 2007; Dietrich, in press). 

Both the basalt and syrup experiments produce a steady-state bow wave upslope of the 

obstacle, suggesting that flows may locally thicken and eventually overtop an obstacle much 

taller than the original flow thickness (Fig. 1c). To quantify thickening in the bow wave we 

calculate, H*, the flow thickness measured immediately upstream of the obstacle divided by the 

thickness at the same location of the equivalent flow without an obstacle (Fig. 2). H* changes 

with both the obstacle characteristics and the flow properties. V-shaped obstacles with greater 

thickness for the Benchmark A most accurately (NRMSE
3.13 and 4.63%, respectively), however they underestimate
the thickness where the flow encounters an obstacle
(NRMSE 14.22 and 16.09%, respectively, for BM-B; Fig. 3).
Overall, OpenFOAM best reproduces the final thickness
of flows encountering obstacles (NRMSE 6.62%).
For the cooling benchmarks, FLOW-3D and Open-

FOAM provide the best fits to the experimental data. All
of the model results for the dome extrusion benchmark
(BM-C) exhibit the tightest agreement between each
other and the experimental observations (<16% spread
between all models in radius and normalized temperature
with respect to time). OpenFOAM, FLOW-3D, VolcFlow,
and COMSOL also capture the advance of molten basalt
(NRMSE <7%; BM-D). In this final benchmark, FLOW-
3D performs best overall, largely capturing the downslope
and thickness growth (average NRMSE 9.15%). Open-
FOAM models flow width the best (NRMSE 7.27%), but
the thickness values fall ~20% below the observations.
VolcFlow and COMSOL capture the flow advance overall,
but do not include cooling.

In assessing the performance of the MOLASSES
model, we can only compare flow extent at the end of
an experiment. The model produces variable results, with
good fits to the length, width, and thickness of Benchmark
A, the radius of Benchmark C, and the thickness of the
molten basalt Benchmark D (NRMSE <10% for all).
The modeled downslope and cross-slope dimensions of
Benchmark D differ significantly from the experimental
observations (NRMSE 21–38%).
The accuracy of model predictions can largely be ex-

plained by model assumptions. For example, the 2D
CFD codes (VolcFlow and COMSOL) underestimate the
thicknesses against obstacles relative to the experiments,
but perform similarly to the other benchmarks when no
obstacle is present. This is likely because the obstacle
represents very steep topography (a vertical step), which
can produce errors in the shallow water approximation
solution (Kurganov and Petrova, 2007). Unsteady and low
thicknesses seen in the 3D model results (OpenFOAM
and FLOW-3D), may be related to the limited vertical
resolution defined by the mesh. The MOLASSES model

Fig. 4 Results of Benchmark C. a Radial flow advance. b Normalized temperature profiles from the Garel et al. (2012) experiment C14 and our
model simulations adjusted for emissivity

Fig. 5 Results of Benchmark D. a Molten basalt benchmark flow advance (X and Y). b Flow thickness 50 cm from the source with time since the
flow front reached that distance. The MOLASSES data point represents the thickness at 26 s after the flow reached 50 cm, but this thickness
represents the approximately steady-state value (Additional file 1)
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(NRMSE 9–13%). MOLASSES produces a simulation
that is both significantly shorter and narrower than the
experiment (NRMSE 21–39%). In the third dimension,
MOLASSES and FLOW-3D capture the flow thickness
downslope of the vent (NRMSE 6.15 and 14.29%, re-
spectively). OpenFOAM, VolcFlow, and COMSOL are
all thinner than the observed flow (NRMSE >20%).
Modeled surface temperatures correspond to the range

of surface temperatures observed in the molten basalt
experiment (Fig. 6). However, in the molten basalt ex-
periment, the surface temperature is heterogeneous be-
cause of surface folding, rupture, and bubbles, which are

not simulated in the models. This is apparent in mottled
texture of the experimental flow in Fig. 6a and b.

Discussion
The most useful numerical lava flow models are those
that are both accurate and efficient, and have the phys-
ical complexity necessary for applications ranging from
simple flow path prediction to real-time flow forecasting
to thermal interactions with the environment. Here we
quantify both model validity and computational cost,
and then discuss the appropriate applications of each
code and the relevance of our benchmark experiments
to natural lava flows.

Assessment of model accuracy
The benchmarking process allows direct comparison of
the strengths and weaknesses of each code. Overall, all
models perform well, but they vary in accuracy and es-
pecially computational cost. To test the goodness of fit
between model and benchmark, we compare the scaling
of the X and Y propagation of flows through time to
analytical solutions where they are known (unconfined
horizontal and sloping flow). We also measure the offset
between the experiment and model extents and thick-
nesses to calculate the difference in the absolute values.
All the codes perform well in simulating the lateral

flow propagation of isoviscous flows, as measured by
comparison with the temporal evolution of X(t) and Y(t)
predicted by theory (Fig. 7). Although the simulations
scale appropriately with time, the flow extents diverge,
as reflected in the NRMSE (Table 2). Acceptable values
of NRMSE will vary by potential model application, but
here we consider an NRMSE <10% to be a good fit.
OpenFOAM best matches the unconfined isoviscous

flow advance in X, Y, and R (average NRMSE 3.69%;
BM-A and C), but the increase in flow thickness with time
is low and unsteady relative to the experiments (Fig. 2).
VolcFlow and COMSOL capture the evolution in flow

Fig. 2 Results of Benchmark A. a Flow propagation in X and Y (in cm) with time (s). b Flow thickness (mm) 24.5 cm downslope of the vent with
time since the flow front reached that distance

Fig. 3 Results of Benchmarks A and B. Change in flow thickness
0.5 cm upslope of the obstacle (24.5 cm downslope of the vent)
with increasing obstacle internal angle for the control (0°), 90°, and
180° benchmarks. FLOW-3D and VolcFlow values are slightly shifted
for the 180° obstacle to avoid direct overlap
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Model inter-comparison — Inundation area

hazard maps or study specific processes, it is necess-
ary to assess the purpose of these codes.

Overall, results strongly differ depending on
the code objectives. For example, DOWNFLOW,
dedicated to identifying areas of potential inunda-
tions, covers 92.28% of the real lava footprint
(F1) but has lower accuracy for the other measured
values. Conversely, FLOWGO aims to constrain the
extent of the lava flow, and the LSF1 footprint
covers 98.48% of the calculated area (F2). For
codes aimed at simulating the true emplacement of
the flow, such as MAGFLOW or VOLCFLOW, F1

and F2 are both high, leading to a reasonable F3.
Note that among them VOLCFLOW uses an aver-
aged viscosity of 104 Pa s for the whole simulation.

Yet unexpected, but remarkable, results are the
similarities observed between MAGFLOW and
VOLCFLOW concerning the under- and over-
estimated areas (blue and red patches, respectively).
It denotes that, despite fundamentally different
numerical schemes, the two codes provide similar
solutions. It already highlights the possible impor-
tance of input parameter errors, and the need for
higher resolution monitoring and finer measure-
ments of the physical properties of lavas.

Evaluating code efficiency

The optimal numerical code provides accurate
results at cheap computing costs. This is especially
important for codes used for mitigation of natural
hazards during an eruptive crisis. Therefore, we con-
sider code efficiency as part of the benchmark defi-
nition. Comparing several codes under a single
benchmark requires a common measure of code
efficiency independent of the capacities of the infra-
structure used for the test. The most direct approach
would be to run all of the codes on the same machine,
and compare the computing time required to com-
plete the simulation. As this is unrealistic in a
reality where codes are developed by different
groups and for different computing platforms, alter-
native measures are the total number of CPU oper-
ations, and how well the numerical code uses the
available resources (i.e. number of operations per
second, or FLOP, over the theoretical maximal num-
ber of operations per second of the machine). The
measurement of these two last parameters allows
for an evaluation of how well the code might perform
on a different platform. For example, a code will
not perform better on a more powerful multicore

Fig. 7. CCTC1 comparison of numerical simulation recovery of the LSF1 lava-flow event. The scale is given in UTM
coordinates. Colours represent the Boolean operation between the computed (C) and natural lava footprint (F). Green
denotes common invasion areas (C > F), blue denotes underestimated areas (F 2 C), and red denotes the union of the
calculated and real flow areas (C < F ). It may be noted that combining the blue and green patches provides the natural
lava-flow outline.

BENCHMARKING LAVA-FLOW MODELS

 at Columbia University on September 4, 2015http://sp.lyellcollection.org/Downloaded from 

Input to all models: DEM, vent, flux, temperature

Cordonnier et al., 2015; Dietterich et al., 2017



Analog models

We note, however, that expressions (12), (13), and (14) are
only valid if the transition to surface crust control occurs in
the early time regime, i.e., when tc

e ! T, and hence in cases
which satisfy

gD!ð Þ7Q5" sin8#

$8c%
4 cos #

! 1: ð15Þ

[10] If tc
e $ T, lateral spreading continues in the long-time

regime until (8) and (11) are equal, at a transition time

tlc %
gD!ð Þ6Q8"12 cos14#

$18c %9 sin8#

" #1=13

: ð16Þ

At tc
l , the cross-slope flow distance

Y l
c %

gD!ð Þ2Q7"4 cos9#

$6c%
3 sin7#

" #1=13

ð17Þ

and the down-slope flow distance

X l
c %

gD!ð Þ9Q12"5 cos8# sin #

$14c %7

" #1=13

: ð18Þ

Expressions (16), (17) and (18) are valid providing tc
l $T,

and hence in cases which satisfy

gD!ð Þ7Q5" sin8#

$8c%
4 cos #

$ 1: ð19Þ

At times greater than tc
l , we expect the flow to propagate

down slope with a fixed channel width

W ¼2Y l
c : ð20Þ

2.3. Channel Flow and Morphology

[11] If W $ H, and if we neglect the effect of the surface
crust on the downstream propagation of the flow [cf.
Griffiths et al., 2003], we can also estimate the resulting
flow depth in the channel

H ¼ 3Q"

gD! sin #W

! "1=3

; ð21Þ

the surface velocity in the channel

U ¼gD! sin #H2

2"
¼ 9gD! sin #Q2

8"W 2

! "1=3

; ð22Þ

Figure 1. Schematic drawing of a side view of the experimental apparatus.
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[20] When the slope was sufficiently large (Figure 3),
there was a rapid transition from the early time axisymmet-
ric regime to the long-time regime, where the down-slope
flow given by (6) is much faster than the cross-slope flow
given by (7). The growing surface crust then stopped the
slow lateral flow, forming a leveed channel whose width
was again found to be relatively constant with distance
downstream (Figure 3).

[21] In Figure 4, the effect of varying the flow rate Q is
seen by comparing four experiments on a 5.6! slope
(experiments 10A, 7, 8 and 9). The final channel width is
found to increase significantly with increasing flow rate, in
qualitative agreement with our predictions in (13) and (17).
At low enough flow rates, the channelized flow forms tubes
further down the slope, while higher flow rates produce
flows in the mobile crust regime, in qualitative agreement
with the channel flow regimes found by Griffiths et al.
[2003].
[22] In experiment 7, we also examined the effect of

suddenly decreasing the flow rate: a steady state channel-
ized flow was created at a flow rate of 25 mL s!1, and
then after 13 min, the flow rate was decreased to 10 mL s!1

(see Figure 5). The result was the formation of new levees
inside the original channel, which bounded a narrower flow
(with an average width W of 235 mm, rather than the
original 319 mm) that showed ‘‘transitional’’ flow behavior
[cf. Griffiths et al., 2003], with downstream stacking of the
surface crust and flow inflation, followed by breakouts
that surged downstream.
[23] In Figure 6, the effect of varying the slope ! is seen

by comparing two experiments with very different slopes
but similar flow rates (experiments 11 and 28A). The final
channel width is found to decrease significantly with
increasing slope, in agreement with equation (17).
[24] In Figure 7, we compare an experiment that had a

rough sandpaper base with a similar experiment that had a
smooth acrylic base. The smooth base resulted in signifi-
cant sliding of solidified wax crust at the flow margins, and
in much wider levees. The sliding levees in the smooth
base experiment also produced a slightly wider flow
channel (W = 370 ± 19 mm rather than W = 333 ± 20 mm),
despite this experiment having a slightly smaller flow rate
(Q = 36.4 mL s!1 rather than Q = 39.4 mL s!1).

5. Channel Width

[25] In our experiments, the flows formed a stable chan-
nel whose width was reasonably constant with distance
downstream. Using videos of the experiments, we measured
this width W, and hence the half width a = W/2, with an
accuracy of ±5%. The values of a ranged from 60 to
270 mm (see Table 1). In Table 1, we also list the transition
length scale Y(T) from the early time to long-time viscous
flow regimes, which is given by (5).
[26] In the experiments with small slopes (! = 1.3! and

2.7!), a was either less than or approximately equal to Y(T),
so channel formation in these experiments should have
occurred in the early time viscous flow regime. To test the
predicted channel width expression (13), a is therefore
plotted against the parameter d = (g5D"5Q7#3 cos5!)1/8 in
Figure 8. We find that the data for the two slopes collapse
onto a common curve, and that there is little difference
between the experiments with a rough base and those with a
smooth base. We also see that a is not proportional to d,
which implies that the crust strength is not constant in these
experiments. From (13), order of magnitude estimates of $c
can be obtained using

$c "
1

a

gD"ð Þ5 cos5!Q7#3

%4

" #1=8

; ð31Þ

Figure 4. Overhead photographs of four experiments on a
5.6! slope, showing the effect of varying the flow rate Q.
The lowest flow rate produced a narrow channel near the
source and then formed tubes further down the slope.
Higher flow rates produced wider channels near the source,
and down-slope flows in the mobile crust regime.
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slope is sufficiently small (see equation (15)), the lava first
spreads in an early time viscous regime, at the same rate
both down the slope and across the slope. Eventually, the
strength of the growing crust stops the lateral flow, and
a channelized lava flow is formed with a half width given
by (13).
[35] When the slope is sufficiently large (see equation (19)),

the lava spreads in the early time viscous regime before
undergoing a transition to a long-time viscous regime, where
the lava spreads rapidly down the slope and slowly across the
slope. The strength of the growing crust then stops the lateral

flow, forming a channelized lava flow with a half width given
by (17).
[36] From both (13) and (17), we conclude that smaller

channel widths are predicted for larger slopes !, smaller
flow rates Q, smaller viscosities ", smaller density differ-
ences D#, and smaller gravitational accelerations g. For the
same !, Q, and ", smaller channel widths are therefore
expected in submarine lava flows, and in lava flows on the
Moon or Mars.
[37] Once formed, the channelized lava flows can flow in

a mobile crust regime or in a tube regime, depending on a
parameter #, given by (27)–(29). The mobile crust regime

Figure 8. Channel half width a versus d = (g5D#5Q7"3

cos5!)1/8 for the experiments on small slopes (! = 1.3! and
2.7!), where channel formation occurred in the early time
flow regime. The experiments had either a smooth base
(solid circle) or a rough base (solid square).

Figure 9. Estimated crust strength $c versus Pe, for the
experiments on small slopes where channel formation
occurred in the early time flow regime. The experiments
had either a smooth base (solid circle) or a rough base (solid
square).

Figure 10. Channel half width aversus b= (g2D#2Q7"4

cos9! sin!7!)1/13 for the experiments on large slopes (! =
5.6!, 8.3! and 8.5!), where channel formation occurred in
the long-time flow regime. The experiments had either a
smooth base (solid circle) or a rough base (solid square).

Figure 11. Estimated crust strength $c versus Pe, for the
experiments on large slopes where channel formation
occurred in the long-time flow regime. The experiments
had either a smooth base (solid circle) or a rough base (solid
square).
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New parameterization of 
bed roughness as an 
additional viscosity term

Rumpf and Lev., 2018
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(Supplementary Fig. 1). To quantify this 
thickening we calculate the flow height 
ratio (H*), defined as the flow thickness 
upstream of the obstacle divided by the 
control experiment thickness with no 
obstacle. Increased θ and ϕ create larger bow 
waves (Fig. 1). Variations in syrup viscosity 
have no measurable effect on H*, but H* 
increases with flow velocity (for example, by 
increasing slope; Fig. 1a). Flows decelerate 
after branching and can speed up along 
oblique barriers with 0 ≤ ϕ < ~70° (Fig. 2). 
The maximum acceleration, quantified as 
the ratio of the flow advance rate along 
the obstacle relative to the pre-obstacle 
advance rate (V*), is observed for barriers 
with ϕ = 35°, while at ϕ ≥ ~70° flows slow 
down (Fig. 2a).

The effects of bow-wave growth and 
advance rate can both be explained by the 
build-up and passage of the flow around 
the obstacle. As the flow travels along the 
obstacle margin, it is diverted down an 
effective slope that is shallower than the 
true slope of the inclined plane. In the 
extreme case where the effective slope is 
zero (for barriers with θ = 180° or ϕ = 90°), 
the flow propagates laterally, driven solely 
by gravitational collapse of the accumulated 
fluid7. The flow thickens to form a bow 
wave, until it builds up enough head to 
advect fluid past the obstacle at the same 
rate as the incoming fluid. Larger obstacles 
divert more of the flow width (and total 
fluid flux) and thus produce larger waves 
(Supplementary Fig. 2). At lower θ and ϕ, 

the effective slope increases and the fluid 
can move more readily along the obstacle7. 
Gravity forces the flow down-slope where 
it is confined by the barrier, but the 
confinement narrows and thickens the flow, 
allowing it to advance more quickly8. There 
is a comparable, but smaller effect along 
V-shaped barriers (Fig. 2a). Flow advance 
rate is also controlled by the flux7, and 
once past the obstacle, split flow branches 
have reduced lava supply and advance 
more slowly6.

Because the temperature and viscosity 
of the syrup are constant, our syrup 
experiments are a highly simplified 
analogue to lava flows. Molten basalt 
experiments, which record similar 
behaviour, help to bridge the gap to 
application for natural flows. For both sets 
of experiments, the Reynolds number is 
low, as in natural lava flows (Supplementary 
Table 2), and the ratios we use to quantify 
the results are dimensionless and generally 
applicable. Larger values of H* in the basalt 
experiments (Fig. 1) are a product of more 
rapid advance and the added effects of 
cooling. Thermal imagery shows that lava 
quenching against the obstacle and surface 
ridge formation combine to create a locally 
thicker flow (Fig. 2c). Cooling at the flow 
margins also causes channelization, which 
is evident in the surface velocity vector 
field (Fig. 2c).

Data from natural lava flows broadly 
confirm our experimental results. 
Thickening against oblique barriers has 
been reported at Mount Etna in Italy2,5, 
and in Hawai‘i, lava flows are thicker 
where they branch or encounter obstacles6. 
Field measurements of flow advance 
from the 1983–1986 episodes of the 
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(Supplementary Fig. 1). To quantify this 
thickening we calculate the flow height 
ratio (H*), defined as the flow thickness 
upstream of the obstacle divided by the 
control experiment thickness with no 
obstacle. Increased θ and ϕ create larger bow 
waves (Fig. 1). Variations in syrup viscosity 
have no measurable effect on H*, but H* 
increases with flow velocity (for example, by 
increasing slope; Fig. 1a). Flows decelerate 
after branching and can speed up along 
oblique barriers with 0 ≤ ϕ < ~70° (Fig. 2). 
The maximum acceleration, quantified as 
the ratio of the flow advance rate along 
the obstacle relative to the pre-obstacle 
advance rate (V*), is observed for barriers 
with ϕ = 35°, while at ϕ ≥ ~70° flows slow 
down (Fig. 2a).

The effects of bow-wave growth and 
advance rate can both be explained by the 
build-up and passage of the flow around 
the obstacle. As the flow travels along the 
obstacle margin, it is diverted down an 
effective slope that is shallower than the 
true slope of the inclined plane. In the 
extreme case where the effective slope is 
zero (for barriers with θ = 180° or ϕ = 90°), 
the flow propagates laterally, driven solely 
by gravitational collapse of the accumulated 
fluid7. The flow thickens to form a bow 
wave, until it builds up enough head to 
advect fluid past the obstacle at the same 
rate as the incoming fluid. Larger obstacles 
divert more of the flow width (and total 
fluid flux) and thus produce larger waves 
(Supplementary Fig. 2). At lower θ and ϕ, 

the effective slope increases and the fluid 
can move more readily along the obstacle7. 
Gravity forces the flow down-slope where 
it is confined by the barrier, but the 
confinement narrows and thickens the flow, 
allowing it to advance more quickly8. There 
is a comparable, but smaller effect along 
V-shaped barriers (Fig. 2a). Flow advance 
rate is also controlled by the flux7, and 
once past the obstacle, split flow branches 
have reduced lava supply and advance 
more slowly6.

Because the temperature and viscosity 
of the syrup are constant, our syrup 
experiments are a highly simplified 
analogue to lava flows. Molten basalt 
experiments, which record similar 
behaviour, help to bridge the gap to 
application for natural flows. For both sets 
of experiments, the Reynolds number is 
low, as in natural lava flows (Supplementary 
Table 2), and the ratios we use to quantify 
the results are dimensionless and generally 
applicable. Larger values of H* in the basalt 
experiments (Fig. 1) are a product of more 
rapid advance and the added effects of 
cooling. Thermal imagery shows that lava 
quenching against the obstacle and surface 
ridge formation combine to create a locally 
thicker flow (Fig. 2c). Cooling at the flow 
margins also causes channelization, which 
is evident in the surface velocity vector 
field (Fig. 2c).

Data from natural lava flows broadly 
confirm our experimental results. 
Thickening against oblique barriers has 
been reported at Mount Etna in Italy2,5, 
and in Hawai‘i, lava flows are thicker 
where they branch or encounter obstacles6. 
Field measurements of flow advance 
from the 1983–1986 episodes of the 
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 Despite the real life influence of pulsating effusion rates on lava dome emplacement, 

there are few analog models taking into account pulsating effusion rate as a factor in dome 

instability. This research aims to contribute to this apparent data gap. 

 

2 Background 

 Lava domes are naturally occurring formations around the vent of a volcano that result 

from a buildup of lava. The lava that forms these domes usually has a higher silica content, such 

as rhyolite, making it more viscous. Domes can form due to surrounding geography that inhibit 

flow or simply due to the high viscosity of the lava.  

Depending on eruption conditions and lava rheology, lava dome morphology varies. This 

difference in morphology produces four main types of lava domes listed from highest to lowest 

viscosity: upheaved plug, peleean dome, low lava dome, and coulee (Calder et al., 2015). As 

modeling of higher viscosity upheaved plug and peleean domes is beyond the scope of current 

laboratory equipment, this research focuses specifically on modeling and analyzing low lava 

domes, also known as tortas.  

Figure 1: Volumetric flux of SO2 
and lava at Soufriere Hills Volcano, 
Montserrat (Christoper et al.). 

Figure 2: Volumetric flux of lava at 
Sinabung Volcano, Indonesia with respect 
to cumulative lava extruded (Nakada, S., et 
al.). 
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enabled conversion from pixels to centimeters on Matlab. Photogrammetry was used to create 

3D models of the original domes.  

        

4.2.1 Effusion Rates 

Experiments evaluate the impact of varied viscosity levels in addition to flux rate. Several 

constant speed trials for each viscosity were run first at a constant set pump speed of 0.25 mm/s. 

Then, trials of pulsating effusion rates exhibiting a “sawtooth” pattern were run with 2 peaks as 

well as 4 peaks. Sawtooth down 2 peaks indicated effusion rates that decreased incrementally 

from 0.4 mm/s by 0.05 mm/s to the speed of 0.1 mm/s and then jumped back up to 0.4 mm/s and 

repeated the incremental decrease. Sawtooth down 4 peaks pattern repeated the same trend two 

more times within the same time interval. Figure 7 gives a graphic visual of these varying flux 

rates.  
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set up. Figure 5 shows a 
side view of water filled 
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entire experimental setup 
with extrusion pump, 
tank, and cameras.  

Figure 7: Three experimental effusion 
patterns on a scale of 160s, the target 
duration for all trials. Constant effusion 
rates set to extrude first at 0.4 mm/s while 
still in the tube-tank connecting channel, 
then at a constant rate of 0.25 mm/s after 
reaching the tank opening. Sawtooth down 
2 peaks effusion rate decreases 
incrementally from 0.4 mm/s over a course 
of 80s then repeats once more. Sawtooth 
down 4 peaks effusion rates decrease 
incrementally over 40s then repeats 3 more 
times.  
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5 Results 

5.1 Aerial Dome Pictures 
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Fig. 7. Photo and chart of the height vs time showing the effect of a pulsating effusion rate. Experiments have the same Ψ value, but PLS15-15 (V tot 535 cm3) had a steady 
effusion rate with a single pause while PLS15-08 (V tot 584 cm3) had 50-second between high effusion rate pulses. Thin black lines show the outline of the lava flow at each 
time, illustrating the ability of the pulsed experiment to reach greater height than the steady eruption.

incremental increases in height of about 5 cm to 8 cm and an 
original lobe height of 30 cm (Hon et al., 1994, Fig. 4c, scale as in 
caption). Calculating the increment of inflation divided by the orig-
inal lobe height gives us values of 0.16–0.26, which, along with the 
Ψ values of 9.4 to 13 reported above, can be compared to exper-
imental data on Fig. 9, where the dashed red line gives inflation 
increment and the blue dashed line is the percent area resurfaced. 
This particular lava flow plots within the region of efficient infla-
tion, with P ranging from 0.4 to 0.5 (checkered zone). Given these 
P values and the reported Q avg values of 0.3–1.1 m3/s, we cal-
culate Q max to be 3.1 m3/s. If we assume that the eruption was 
emplaced by a pulsating source with approximately constant fre-
quency, we suggest that the flow experienced effusion rates 3×
as high as the measured average. This method currently does not 
allow us to constrain the minimum eruption rate and our exper-
iments did not vary this factor so a frequency of the pulsation 
cannot be estimated.

Episodic local injections of material without prolonged pauses 
seem to be necessary to maintain an inflating crust for more than 
a few days. For Hawaiian-sized eruptions, flow rates that fluctuate 
between 1 and 3 m3/s could account for the inflation seen on the 
coastal plains which reached ∼10 m over the course of ∼4 weeks 
before it was resurfaced (Kauahikaua et al., 1998).

5. Conclusion

Important eruption parameters, such as effusion rate and 
tempo, may control the environmental impact of large eruptions. 
Thus, it is valuable to link effusion rate and eruption tempo of 
large lava fields to the characteristics of preserved volcanic prod-
ucts, such as flow morphology. Here we have shown that one 
of the most common lava emplacement mechanisms, inflation, 
appears to be enhanced by pulsations in effusion rates. Infla-
tion requires a coherent solid crust, a widespread molten core, 
and a supply of magma to sustain the inflation. In wax experi-
ments, punctuating intervals of low instantaneous effusion rates 
with short pulses of high flux produced the conditions required 
for inflation, and enhanced transport of molten material to the 
edges of the flow field. Furthermore, such pulsating eruption rates 
provide conditions that favor inflation over resurfacing, which 
suggests the aspect ratio of ancient basaltic lava flows on Earth 
as well as other planets are controlled, in part, by the eruption 
tempo.

Lava flows record the sequential nature of inflation with re-
peated vesicle horizons and horizontal ridges visible along vertical 
cracks that penetrate thick flows (e.g., Cashman and Kauahikaua, 
1997 ). These features preserve the increment of inflation that oc-
curred during emplacement. Combined with the results of the ex-
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Fig. 8. Change in height (A) and area (B) of experiments with different Ψ values. Lower Ψ value corresponds to higher viscosity and slower effusion rate, which results in 
faster vertical growth and more modest lateral growth. All experiments have similar pulsation rates of 50 s between pulses. Change in height (C) and area (D) with time 
for experiments of similar Ψ value but different pulsation rates (P value). As pulsation rates increase (high P ), the rate of change in flow height decreases while the rate 
of change of flow area increases. Adding additional time for the crust to form between pulses (lowering P ) allows flows to build up a stronger crust which can resist more 
force, resulting in greater inflation. Note that SLP07  is present on all four panels (Ψ – 8.25, P – 0.26).

Fig. 9. Regime diagram showing the effect of Ψ value and P value on the ability of a flow to grow by inflation. As Ψ value and P value increase, the percentage of resurfacing 
decreases, but so does the aspect ratio. More material is being pushed to the edges of the flow as opposed to building up the height. Individual experiments are black empty 
circles. Blue dashed lines indicate percent resurfacing by area; green lines represent final aspect ratio of the flow; red dashed lines represent normalized change in flow 
height. The orange shaded region is where the most efficient inflation can occur. The checkered region is where one of the observed inflating flows from 1988 at Kı̄lauea 
plots, data from Hon et al. (1994). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

periments presented here, these field measurements can be used 
to constrain effusion rate and tempo. We present an example 
of the utility of our new framework for a well-documented lava 
flow in Hawai‘i. We estimate that an inflating flow in Hawai‘i 
that had an average eruption rate of 1.1 m3/s may have had in-
stantaneous rates as high as 3.1 m3/s to achieve the observed 
growth.
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the lowest effusion rates and highest cooling rates
Žobtained by a large temperature contrast between

.the sucrose solution and the erupting wax produced
radially symmetric flows, which crusted over rapidly
and advanced by forming small toes or ‘‘pillows’’.
As effusion rates increased and cooling rates de-
creased, pillowed flows gave way to ‘‘rifted’’ flows,
characterized by radial zones of liquid wax separated
by plates of solid crust. Rifted flows in turn yielded
to flows whose surface crusts buckled, or ‘‘folded’’,
transverse to the flow direction. The highest effusion
rates and lowest cooling rates produced ‘‘leveed’’
flows, which solidified only at their margins. Per-
forming the experiments on a 68 slope produced no
quantitative effect on the morphologic transitions,
although most flows lost their radial symmetry. Ex-

Žtruding PEG onto a rough base created by placing a
.wire mesh on the tank floor caused the morphologic

transitions to occur at higher effusion rates and lower
cooling rates than were observed for smooth-floored

Ž .experiments Fink and Griffiths, 1992 , because
higher effusion rates were required for PEG to over-
come the basal friction generated by the rough base.
In this study, we extend the work of Fink and

Ž .Griffiths 1992 to specifically study the effect of
pre-flow slope; all present experiments used a rough
base.

Ž .Griffiths and Fink 1992a used these results to
interpret the morphology of submarine lavas. They
proposed that laboratory pillowed flows are analo-
gous to submarine pillowed flows; that rifted flows
correspond to submarine lobate flows; that folded
flows are similar to submarine ropy flows; and that
leveed flows are equivalent to submarine jumbled

Ž .sheet flows. Gregg and Fink 1995 used more de-
tailed observations of mid-ocean ridge lavas to refine

Ž .this classification. Griffiths and Fink 1992b demon-
strated how different planetary environments would
affect the transition from one morphologic type to
the next for flows of a specific composition. Gregg

Ž .and Fink 1996 used photogeologic analysis of im-
ages from Mars, the Moon and Venus in conjunction
with wax simulations to better constrain the compo-
sition of extraterrestrial flows.
PEG flow morphology is controlled primarily by

the rate of growth of a solid crust at the flow surface.
Crust growth rate depends on how rapidly heat is
advected within the flow and on how effectively heat

is removed from the flow surface. Fink and Griffiths
Ž .1990 determined that a single dimensionless pa-
rameter, C , can be used to quantitatively categorize
morphologies observed in their simulations. C is a
ratio of the time scale required for the surface of the
flow to solidify, t , to the time scale required fors
heat to be advected within the flow, t :a

ts
Cs 1Ž .

ta
The time scale for solidification is proportional to
the heat flux from the flow surface. Within the
laboratory, heat loss from the flow surface is primar-

Žily convective, and is given by Fink and Griffiths,
.1990 :

1r32ga ka a 4r3F s r c g T y T 2Ž . Ž .c a a c až /na

in which r is density, c is heat capacity, g is
gravitational acceleration, a is thermal expansion, k
is thermal diffusivity, n is kinematic viscosity, T is
temperature in Kelvin, and g is a constant equal to

Ž .;0.1 Turner, 1973 . The subscripts ‘‘a’’ and ‘‘c’’
refer to ‘‘ambient’’ and ‘‘crust’’, respectively. The
time scale for heat advection is given by:

3r4nc y 1r4t s Q 3Ž .Xa ž /g

for a point-source eruption, in which gX is the
Ž X w x .reduced gravity g s g ry r rr , Q is the volu-a

metric effusion rate and q is the volumetric effusion
Žrate per length of a linear source Griffiths and Fink,

.1992a,b .
The time scale for solidification, t , must bes

solved numerically, and the method outlined in Fink
Ž .and Griffiths 1990 is used. Fundamentally, t iss

Žstrongly controlled by the convective heat loss Eq.
.2 .

Ž .Fink and Griffiths 1990, 1992 further showed
that C values can be used to discriminate flow
morphologies produced in their simulations and in
natural lavas. Their calculations contained a slight
error for the value of water viscosity, and the cor-
rected C values are listed here. Conditions which
generated pillowed flows corresponded to C-0.65;
rifted flows occurred when 0.65-C-2.8; folded
flows were observed for 2.8-C-6.5, and leveed

Q
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Fig. 7. Photo and chart of the height vs time showing the effect of a pulsating effusion rate. Experiments have the same Ψ value, but PLS15-15 (V tot 535 cm3) had a steady 
effusion rate with a single pause while PLS15-08 (V tot 584 cm3) had 50-second between high effusion rate pulses. Thin black lines show the outline of the lava flow at each 
time, illustrating the ability of the pulsed experiment to reach greater height than the steady eruption.

incremental increases in height of about 5 cm to 8 cm and an 
original lobe height of 30 cm (Hon et al., 1994, Fig. 4c, scale as in 
caption). Calculating the increment of inflation divided by the orig-
inal lobe height gives us values of 0.16–0.26, which, along with the 
Ψ values of 9.4 to 13 reported above, can be compared to exper-
imental data on Fig. 9, where the dashed red line gives inflation 
increment and the blue dashed line is the percent area resurfaced. 
This particular lava flow plots within the region of efficient infla-
tion, with P ranging from 0.4 to 0.5 (checkered zone). Given these 
P values and the reported Q avg values of 0.3–1.1 m3/s, we cal-
culate Q max to be 3.1 m3/s. If we assume that the eruption was 
emplaced by a pulsating source with approximately constant fre-
quency, we suggest that the flow experienced effusion rates 3×
as high as the measured average. This method currently does not 
allow us to constrain the minimum eruption rate and our exper-
iments did not vary this factor so a frequency of the pulsation 
cannot be estimated.

Episodic local injections of material without prolonged pauses 
seem to be necessary to maintain an inflating crust for more than 
a few days. For Hawaiian-sized eruptions, flow rates that fluctuate 
between 1 and 3 m3/s could account for the inflation seen on the 
coastal plains which reached ∼10 m over the course of ∼4 weeks 
before it was resurfaced (Kauahikaua et al., 1998).

5. Conclusion

Important eruption parameters, such as effusion rate and 
tempo, may control the environmental impact of large eruptions. 
Thus, it is valuable to link effusion rate and eruption tempo of 
large lava fields to the characteristics of preserved volcanic prod-
ucts, such as flow morphology. Here we have shown that one 
of the most common lava emplacement mechanisms, inflation, 
appears to be enhanced by pulsations in effusion rates. Infla-
tion requires a coherent solid crust, a widespread molten core, 
and a supply of magma to sustain the inflation. In wax experi-
ments, punctuating intervals of low instantaneous effusion rates 
with short pulses of high flux produced the conditions required 
for inflation, and enhanced transport of molten material to the 
edges of the flow field. Furthermore, such pulsating eruption rates 
provide conditions that favor inflation over resurfacing, which 
suggests the aspect ratio of ancient basaltic lava flows on Earth 
as well as other planets are controlled, in part, by the eruption 
tempo.

Lava flows record the sequential nature of inflation with re-
peated vesicle horizons and horizontal ridges visible along vertical 
cracks that penetrate thick flows (e.g., Cashman and Kauahikaua, 
1997 ). These features preserve the increment of inflation that oc-
curred during emplacement. Combined with the results of the ex-
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What do we still need to learn about lava flows?

• 3-phase lava rheology 

• Impact of flux variability 

• Breakouts and inflation 

• Modeling submarine and sub/supra-glacial flows 

• Dome stability 

• Predicting the end of effusive eruptions 

• [Copied from Adam’s presentation:] How can deposit 
characteristics be inverted to constrain eruption processes? 



Thank you!


